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Abstract

Distributional models of lexical semantics are capable of acquiring sophisticated representations of
word meanings. The main theoretical insight provided by these models is that they demonstrate the
systematic connection between the knowledge that people acquire and the experience that they have
with the natural language environment. However, linguistic experience is inherently variable and dif-
fers radically across people due to demographic and cultural variables. Recently, distributional models
have been used to examine how word meanings vary across languages and it was found that there is
considerable variability in the meanings of words across languages for most semantic categories. The
goal of this article is to examine how variable word meanings are across individual language users
within a single language. This was accomplished by assembling 500 individual user corpora attained
from the online forum Reddit. Each user corpus ranged between 3.8 and 32.3 million words each, and a
count-based distributional framework was used to extract word meanings for each user. These represen-
tations were then used to estimate the semantic alignment of word meanings across individual language
users. It was found that there are significant levels of relativity in word meanings across individuals,
and these differences are partially explained by other psycholinguistic factors, such as concreteness,
semantic diversity, and social aspects of language usage. These results point to word meanings being
fundamentally relative and contextually fluid, with this relativeness being related to the individualized
nature of linguistic experience.
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Linguistic experience, and the experiences that humans have in general, differs radically
across people, with the main driver of this variability being the culture that one is raised in
(Kramsch, 2014). Demographic factors influence the nature of experience within a culture,
such as socioeconomic status, political alignment, age, and education, among others, as well
as personal factors, such as one’s choice of entertainment (e.g., the genre of fiction books
that one enjoys reading or the television shows that one watches). If you were to select two
individuals at random, they would likely differ considerably across these variables, which
entails that they would have corresponding differences in the types of language that they
would have experienced.

Understanding the impact of experience on human behavior is an integral component of
cognitive theory. For instance, a classic goal in cognitive modeling is to integrate environmen-
tal structure into theories of cognition (e.g., Estes, 1955; Simon, 1969; see Johns, Jamieson,
& Jones, 2023 for a recent discussion of these seminal works). However, classic theoretical
attempts have struggled with how to integrate human experience into models of cognition
at scale, mainly due to the technological limitations of the time. For example, to account
for word meanings in cognitive models of episodic memory, most models have relied upon
randomly generated representations that do not map onto the semantic structure of words in
lexical memory (Johns & Jones, 2010), mainly due to no realistic alternative being possible.
However, recently the cognitive mechanisms underlying the acquisition of word meanings
through experiential learning have been explored with a new class of computational cogni-
tive model, entitled distributional models of semantics (alternatively, they are also referred to
as word embedding models). There have been multiple models of this type developed (e.g.,
Griffiths, Steyvers, & Tenenbaum, 2007; Jones & Mewhort, 2007; Landauer & Dumais, 1997;
Mikolov, Sutskever, Chen, Corrado, & Dean, 2013), all with different theoretical orientations
and goals. However, all distributional models are based around the central premise that a
word’s meaning can be derived through the learning of word co-occurrence statistics. In this
article, when discussing word meanings this will refer to the representations that distributional
models derive, with an acknowledgment that these models do not encapsulate all aspects of
the word meanings that humans have.

Humans experience millions of episodic experiences with language every year (Brysbaert,
Stevens, Mandera, & Keuleers, 2016). This level of experience enables people to acquire
sophisticated representations of the meaning of words, a process replicated and explored
by distributional models. The theoretical goals of distributional modeling, and experientially
dependent theories of cognition more generally, is to explain the variability in human behav-
ior with this variability in human experience (see, e.g., the weaker links hypothesis for an
experiential account of bilingualism; Gollan, Montoya, Cera, & Sandoval, 2008).

As stated, distributional models are experientially dependent, meaning that they require
training materials to learn from. These training materials are typically in the form of linguistic
corpora and, in cases where they are used to explain behavioral data, are meant to be a proxy
to the types of language that a typical human being may experience during their lifetime.
These corpora are used by the models to extract word co-occurrence statistics in order to
form vector representations of the meaning of words. A variety of different corpus types have
been used across studies, including textbooks (Landauer & Dumais, 1997), newspaper articles
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(Aujla, 2021; Davies, 2009), television and movie subtitles (Brysbaert & New, 2009), fiction
books (Johns & Jamieson, 2018; Johns, Dye, & Jones, 2020), social media (Herdağdelen &
Marelli, 2017; Johns, 2019), and online encyclopedias (Shaoul & Westbury 2010), among
many others.

The experiential nature of distributional models is their main theoretical advantage, as they
allow for a determination of how much semantic knowledge is derived from the experience
that humans have with their environment (Landauer & Dumais, 1997) and the type of cogni-
tive mechanisms that are required to produce behavior when a cognitive model is grounded
with a realistic representation of word meanings (Johns, Jamieson, & Jones, 2020, 2023).
One specific insight that these models have provided, and one that was unavailable to gener-
ations of previous researchers due to technological limitations, is that considerable amounts
of knowledge can be derived from linguistic experience at scale. Given the considerable suc-
cess that these models have had in explaining a variety of behavioral phenomenon (for recent
reviews, see Bhatia & Aka, 2022; Günther, Rinaldi, & Marelli, 2019; Kumar, 2020), these
models suggest that the main driver of the human ability to learn word meanings is based
upon the experience that humans have with the natural language environment.

If culture influences human experience, and human experience in turn dictates the type
of language that one processes during daily life, it suggests that there could be considerable
variability in the word meanings that different languages have. This issue of meaning variabil-
ity has recently been examined by Thompson, Roberts, and Lupyan (2020) (see also Wang
& Bi, 2021 and Martí, Wu, Piantadosi, & Kidd, 2023 for related research) using distribu-
tional modeling. The goal of this study was to understand how word meanings vary across
languages, using a measure they proposed entitled semantic alignment, derived from a dis-
tributional model trained with corpora of different languages. In particular, Thompson et al.
examined the variability in the meaning of a set of 1010 words across 41 languages, using a
common distributional model type entitled neural embedding models (Mikolov et al., 2013).
They found that there was considerable variability in the meanings of words across languages
for most semantic categories, and that the deviations were predicted by cultural aspects of
language usage (e.g., languages spoken in closer geographical range were more aligned than
languages that had a greater geographical distance). The result of Thompson et al. demon-
strates the promise that distributional modeling offers in answering fundamental questions
about the impact of culture on language processing.

The theoretical aims of Thompson et al. were to examine universalists versus relative per-
spectives on lexical semantics. The universalist position posits that human semantic knowl-
edge is based mainly on a core set of innate concepts that are universal across cultures, with
words from different languages mapping onto these core concepts (see Gleitman & Fisher,
2005; Li & Gleitman, 2002; Pinker, 1994). That is, the universalist approach assumes that
much of the meaning of words is formed outside of actual experience and is based upon
innate knowledge. In contrast, the relative approach to semantics proposes that the experi-
ence that one has with the world drives the meaning that people acquire about words (see
Evans & Levinson, 2009; Lupyan, 2016; Lupyan & Dale, 2016). This perspective entails that
since different cultures afford different experiences for the people embedded in them, the lan-
guages of those cultures have different meanings associated with the same words. Thus, there
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should be varied word meanings across cultures. Given that Thompson et al. found limited
semantic alignment (with the exception of a few select categories such as numbers) across
languages, this finding suggests that there is a fair amount of relativity in word meanings, and
thus semantic concepts in general, across cultures.

However, as detailed previously, there are many factors that could impact the linguistic
exposure of an individual within a single language, given the varied nature of human expe-
rience. The goal of this article is to examine variability in word meanings across individuals
and determine its connection to other psycholinguistic variables, in order to gain insight into
the various factors that impact word meaning relativity and an initial understanding of the
topography of word meaning relativity across individual users of a language. Although the
goals of Thompson et al. were considerably different than the current article, as the objec-
tive here is to determine the within language meaning variability rather than across language
meaning variability, this previous study serves as a theoretical and methodological inspiration
for the work contained here.

Theoretically, the current article aims to assess the universality of word meanings within
a single language (namely, English). Specifically, the question this article asks is whether
the individualized experience that humans receive during their lifespan results in a signifi-
cant level of variability of word meanings across individual language users. Additionally, the
article seeks to determine the impact that communicative discourse has on the flexibility and
fluidity of word meanings across individuals. Determining the answer to this question will
lead to a greater level of understanding of the universality of word meanings, since if it is
found that there are low amounts of semantic alignment across individuals, it would indicate
that language relativity holds even within a language, not just across languages.

Although it is difficult to gain a quantitative understanding of the variability in linguistic
experience, the rise of corpus-based cognitive models has provided some tools to analyze
this question with. As a first pass at understanding how individualized experience influences
lexical processing, Johns and Jamieson (2018) examined individual variability in language
usage at a large scale using distributional semantic modeling. This was done by assembling a
set of approximately 2000 fiction books organized by author and genre. They then assessed the
similarity of books depending on if they were written by the same author, in the same genre,
or across authors and genres. It was found that books written in the same genre had a small
increase in similarity compared to books written in different genres, suggesting semantic
consistency within a genre. However, the biggest difference emerged at the author level, where
the books written by an individual author were much more similar to each other than books
written by different authors, regardless of genre. This result was replicated by Johns et al.
(2020) using a much larger set of over 25,000 books. This finding suggests that individual
language usage is quite distinct across users of language, with each author having a unique
signature of language usage contained in their writings.

To examine these issues more specifically, Johns, Jones, and Mewhort (2019) devised an
optimization algorithm to improve the performance of distributional models by manipulat-
ing the underlying experience that a model receives. The method, entitled Experiential Opti-
mization (EO), was implemented by assembling a large collection of different types of lan-
guage materials, and determining the optimal combination of lexical materials when fitting an
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experientially dependent model to different types of lexical behavior. The underlying moti-
vation for the development of EO was to determine if the different experiences that people
have with a language are reflected in their lexical behavior. To accomplish this, the different
text sources were split into smaller sections. Then, a hill-climbing algorithm was used to iter-
atively select the sections that allowed for a model’s representation to be best optimized to a
given set of data. For example, one could take a set of free association data and find the sets
of texts that allows for a distributional model to best account for these data. The end result of
EO is a set of language experiences that maximize the performance of a model to a set of data.

The results of Johns et al. (2019) were multifold. As with standard parameter optimization
techniques used in cognitive modeling (Shiffrin, 2010; Shiffrin, Lee, Kim, & Wagenmakers,
2008), it was found that optimizing distributional models (or process models that utilized a
representation from a distributional model) with EO vastly increased multiple model’s fits to
various types of data across lexical semantics, lexical organization, sentence processing, and
episodic recognition, suggesting that being able to control linguistic experience provides a
powerful tool in accounting for human behavior. Additionally, it was found that EO could
infer demographic information about the participants of the data that was analyzed, as it was
found that when using EO to optimize to lexical decision to data collected from younger
and older adults, the optimization method preferentially selected young adult fiction books
when fitting to young adult lexical decision data but preferred more advanced fiction books
when fitting to older adult’s lexical decision data. This suggests that the types of language
experience that an individual has experienced are embedded within their lexical behavior.

To further validate this method, Johns and Jamieson (2019) collected a set of approximately
26,000 books organized by the date and country of birth of the various authors and also
assembled multiple lexical decision and word familiarity datasets that were collected across
time and from both the United States and the UK. When using EO with these books as the
individual language sections, it was found that the method had a very strong preference toward
the time- and place-appropriate language sections for the different datasets (i.e., the method
selected UK authors to explain data collected in the UK, and vice versa for data collected in
the United States). Similar results were found by Taler, Johns, and Jones (2020) when using
demographically organized corpora to examine a mega dataset of verbal fluency performance
across the aging spectrum, with older adults being better explained by a distributional model
trained on older books (and vice-versa for younger participants).

Overall, these results strongly suggest that the specific types of linguistic experience that
people have deeply influence their language processing system, and that linguistic experience
is latent within their patterns of lexical behaviors. From a cognitive perspective, these results
suggest that the experience that different individuals have with language results in different
representations being formed within memory, leading to inherent variability in the mean-
ings that people have for words. Thus, rather than lexical semantic memory being consistent
across individuals of a population, this perspective entails that there could be considerable
differences in the meanings of words that different speakers of a language have.

The issue of within language relativity is a central component of modern theories of
psycholinguistics, including usage-based (Tomasello, 2003), adaptive (Beckner et al., 2009;
Christiansen & Chater, 2008), and social/ecological perspectives (Tiv et al., 2022). All of
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these theories propose that individual experience with language drives the language com-
prehension and production systems. This entails that there should be variability in the word
meanings acquired across people due to the nature of individualized linguistic experience.
Thus, understanding the dynamics of within language relativity will shed light on the impact
that individual experience has on language processing in general and provide further pathways
for theoretical development.

In order to assess within language meaning variability, it is obviously necessary to have
large samples of multiple individual’s usage of language. The need for large individual cor-
pora comes from distributional models requiring adequate numbers of samples of a word’s
usage to construct stable representations of word meanings. There are a number of possi-
ble candidates for constructing these corpora—for example, the fiction books assembled and
analyzed by Johns and Jamieson (2019) and Johns et al. (2020). However, even though some
individual authors had many books in the collection, most did not reach a large enough size
to drive a distributional model. Instead, here individual user corpora will be formed from
high-level commenters on the internet forum Reddit. This language source has recently been
used to examine communicative and socially based effects in lexical organization (Chang,
Jones, & Johns, 2023; Johns, 2021a, 2022; Johns & Jones, 2022; Taler, Johns, & Jones, 2020;
Senaldi, Titone, & Johns, 2022) and lexical semantics (Johns, 2021b, 2023) using distribu-
tional semantic modeling.

To generate individual user corpora, a website entitled pushshift.io was utilized. This
website aggregates Reddit posts using the publicly available Reddit API1 in order to enable
researchers, mostly from the computational social sciences, to conduct research on this impor-
tant data source (Baumgartner, Zannettou, Keegan, Squire, & Blackburn, 2020). All posts
from the beginning of the website (June 2005) to June 2021 were assembled, and the 500
most prolific commenters, who had public usernames, on the website were found by counting
the number of comments that they made during their time on the forum (see the Methods
section for descriptions of quality control). This resulted in 500 user corpora that ranged from
approximately 3.8 to 32.3 million words, with an average corpus size of approximately 7.3
million words. The top panel of Fig. 1 contains a histogram of the distribution of corpus size
for the different user corpora. These are considerably smaller than the typical corpora used to
train modern distributional models, which are typically in the hundreds of millions or billions
or words. However, the average user corpus analyzed here is roughly equivalent to the classic
TASA corpus that Landauer and Dumais (1997) used, which contained approximately 7 mil-
lion words. However, even though the user corpora do not reach modern corpus sizes, they do
contain considerable amounts of language for each language user, and the reduction in corpus
size is a necessary sacrifice to produce a new avenue of research for distributional modeling.

To get an initial understanding into the variability of language usage contained in the user
corpora, a preliminary simulation was conducted examining the similarity of word frequency
distributions across the different users. Following the work of Johns and Jamieson (2018,
2019), each corpus was reduced to a vector of word frequency values of the 100,000 most
frequent words. Each value in the vector was transformed with a natural logarithm, in order
to remove the contribution of very high-frequency words. The similarity between all of the
user’s word frequency vectors was then taken, resulting in 124,750 across user comparisons.
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Fig. 1. Histograms of the number of tokens (top panel) and the number of types (bottom panel) that each user
corpus contains.

Similarity was calculated with a vector cosine (see Eq. 6), as is standard in distributional mod-
eling. These values were compared against similarity values obtained by splitting each user
corpus in half and taking the similarity between the corresponding word frequency vectors
from each half. This resulted in 500 within user comparisons. The histograms for the across
user and within user comparisons are contained in Fig. 2. This figure shows a very strong
trend—each user’s overall use of language is very distinct from others, such that there is
very little overlap between the distributions. Indeed, only 6% of the datapoints overlap in the
two distributions. The result of this initial analysis demonstrates that individuals differ sub-
stantially in their overall language usage at a large-scale. This has theoretical consequences
for distributional models as the representations that these models construct are generally not
flexible (i.e., not context-dependent) in the information that they contain. The question then
becomes how does this variability extend to individual word meanings and what are the psy-
cholinguistic/environmental factors that influence this variability?

Besides providing an opportunity to examine the language usage of individuals at a large
scale, the Reddit user corpora offer a number of additional advantages. One major advantage,
as previously explored by Johns, 2021a, 2021b) is that much of the language contained the
forum is communicative in nature (as they involve multiple users communicating with each
other), rather than descriptive language such as what is contained in book or encyclopedia cor-
pora. Furthermore, for each comment that a user produced on the site, a number of additional
metadata can be extracted for that comment, such as the discourse (Subreddit; discussions
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Fig. 2. A histogram of the similarity values of word frequency vectors for across user comparisons versus the
similarity values obtained by splitting each user corpus in half (the within user comparisons). This figure shows
that each individual has a very distinct usage of language.

around a certain topic) and date that the comment was made in. This metadata will be used
in the following analyses to explore different aspects of semantic alignment, such as how the
type of discourse that individuals communicate in impacts two user’s semantic alignment and
how aligned an individual’s own usage of language is across time.

The theoretical aim of this article is to use the above-specified user corpora to understand
the semantic alignment of words across individual users of language, in order to determine
the relative nature of word meanings within a language. The results will be used to further
examine issues of universality and relativeness in lexical semantic memory by examining the
semantic alignment of word meanings that different individuals have. This will be accom-
plished by using a count-based distributional approach previously used by Johns, Mewhort,
and Jones (2019) and Johns, 2021b, 2023), which incorporates training routines from neural
embedding models, trained on the individual user corpora described above. This model will
be used to determine how varied the meanings of words are across individuals and how this
variability maps onto established measures in psycholinguistics, using two different measures
of semantic alignment. Additionally, metadata about user’s commenting patterns will be used
to examine social and communicative pressures on the relativity of word meanings.

An additional goal of this article is to provide a high-level examination of how mean-
ing changes within single language users across discourse types, in order to inform future
cognitively inspired distributional model development. The majority of current distributional
models are centralized models (see Jamieson, Johns, Vokey, & Jones, 2022 for a recent dis-
cussion on centralized vs. decentralized computational models of cognition) that derive a
single representation of a word’s meaning from a large corpus. These representations are typ-
ically context-independent, meaning that the representations the models form do not change
based around other aspects of the overall language environment (such as the discourse one is
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in). Thus, simulations in this article will examine how variable language usage is within and
across individuals when they communicate in the same discourse versus across discourses. If
is found that there are high levels of semantic alignment in the word meanings that individuals
use across discourses, this would signal that utilizing centralized, context-independent repre-
sentations is theoretically sound. However, if there are limited levels of semantic alignment,
this would signal that future distributional models have to include mechanisms that allow the
formation of context-dependent representations. Thus, the results of this article will also pro-
vide important criteria for the development of more cognitively plausible large-scale models
of language processing.

1. Methods

There will be five aspects of the modeling work described in this section: (1) the construc-
tion of individual user corpora from Reddit; (2) prior research on using distributional models
to calculate semantic alignment; (3) the distributional modeling framework utilized here; (4)
the two semantic alignment measures that are to be evaluated; and (5) implementation details
about the computing of the alignment measures.

1.1. Construction of individual user corpora

The construction of the user corpora followed the previous work of Johns (2021a) in build-
ing user corpora from users of Reddit who have publicly available usernames on Reddit. For
Johns (2021a), Reddit data stopped being collated in September 2019. Here, the data were
collected through June 2021, which added a considerable amount of text considering the cur-
rent popularity of the forum. However, given that in this article only the 500 most prolific
users found will be analyzed, the update provided only a moderate increase in the amount of
text used here. As stated, the Reddit data were downloaded from pushshift.io, which makes
every comment made on Reddit publicly available in JSON database files for each month ana-
lyzed. Each comment in the JSON file contains the text of the comments, as well as associated
metadata (e.g., the user who produced the comment, time it was produced, subreddit it was
produced in, etc…). Due to the size of these files, a dedicated hardware setup was required to
construct the user corpora.

User corpora were constructed for every user who had produced over 3000 comments,
which resulted in 520,348 separate corpora. From these, the 1000 users who had produced
the greatest number of words were selected. Then, the number of word types in each of the
1000 corpora were calculated. The word list used to calculate types consisted of the com-
bined words contained in the word prevalence data of Brysbaert, Mandera, McCormick, and
Keuleers (2019), the English lexicon project (ELP; Balota et al., 2007), and the British lexicon
project (BLP; Keuleers, Lacey, Rastle, & Brysbaert, 2012). This resulted in a total of 80,815
words. Any corpus that had fewer than 10,000-word types was rejected, in order to ensure that
the user had a varied vocabulary. Additionally, each corpus was inspected by hand in order to
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make sure that no corpora were formed by bots or automated accounts of some kind. Of the
remaining corpora, the 500 corpora with the greatest number of words were selected.

One drawback to the construction and usage of the individualized corpora described here
(as opposed to say the usage of fiction books such as what was used by Johns & Jamieson,
2018, 2019) is that it is difficult to ensure that the corpora contain the writings of a single
individual. This is a general drawback to the usage of social media resources, as they are
composed of comments by users who are typically anonymous. However, the analysis of
single commenters on a social media website allows for samples of individual language that
is not attainable elsewhere (most authors of fiction are not prolific enough to approach to
size of the corpora used here). This is the main reason why 500 corpora were employed, to
ensure that there were enough corpora to ensure that the individualized nature of language
usage was being measured. Additionally, as is displayed in Fig. 2, each user corpus seemed
to have a relatively unique signal of language usage, which is quite similar to what was found
for fiction authors in Johns and Jamieson (2018) and Johns et al. (2020).

The top panel of Fig. 1 contains a histogram of the number of tokens that each user corpus
contains, while the bottom panel contains number of types contained in each user corpus.
As previously stated, each corpus contains an average of approximately 7.3 million words
(with a minimum of 3.8 million words and a maximum of 32.3 million words) for a total of
approximately 3.6 billion words across all 500 users, a sizeable sample of language. The user
with the lowest number of types was 16,996 and the maximum was 52,032, with an average
of 30,008.42 across all users. This in essence represents the user’s productive vocabulary size
when communicating on the website. As the bottom panel of Fig. 1 shows, there is a fair
amount of variability in vocabulary size across users. There is only a moderate correlation
between the number of tokens and number of types used across the corpora, with a Pearson
correlation of r = .41, p < .001, signaling that the number of types that a user produced is
not completely connected to the total amount of words that they produced on the site. Rather,
the number of types that a user employs is likely a reflection of the discourses that they are
communicating in, such as those users who communicate in subreddits that require technical
knowledge (e.g., some of the users are prolific commenters about computer hardware and
computer programming).

In order to gain a better understanding of the vocabulary overlap across the users selected
for this analysis, the percent overlap in the types produced (i.e., the overlap in productive
vocabulary) across users was computed. This was done by calculating, for each possible user
pair, the number of word types that a user pair had in common and dividing that value by the
total number of types used across both users. If two users had exactly the same vocabulary,
by this metric they would have a 100% overlap, while if they used no words in common, they
would have an overlap of 0%. There were 124,750 user pair comparisons done. The result of
this analysis is contained in Fig. 3. This figure shows that there is considerable variability in
the vocabulary of different users, with the average word type overlap being 51.97%, with a
minimum value of 28.87% and a maximum value of 71.19%. This finding suggests that many
of the users selected for this analysis have considerable differences in the words that they use
while communicating on the site, likely reflective of the topics that they communicate about
(the main reason they are on Reddit). Thus, given that the goal of this article is to examine the
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Fig. 3. A histogram of the percent vocabulary overlap for each user pair across all user corpora. Overlap was
calculated by assessing the number of words in common that two users had in common and dividing it by the
total number of word types the two users produced. This was done for each possible user pair, totaling 124,750
comparisons. The figure shows that there is considerable variability in the vocabularies of the users examined in
this article.

alignment of word meanings across individual language users, this simulation suggests that
there are substantial differences in the vocabularies of the users selected to examine within
language semantic alignment. This is important as it ensures that there is a varied sample of
individuals contained in the different user corpora.

1.2. Prior research on using distributional models to calculate semantic alignment

Thompson et al. (2020) used a distributional model type entitled neural embedding models
(Mikolov et al., 2013; see Kumar, 2020 for a discussion and review of this model type in
the psychological sciences). These models use a predictive neural network to learn word
co-occurrences from large corpora. Although there are multiple training procedures for this
model type, Thompson et al. (2020) used a skip-gram implementation, where processing a
word in a sentence prompts the network to make a prediction about the likely words that
should surround that word in that sentential context. An error signal is then used to refine the
model’s predictions across training. Neural embedding models have been shown to provide an
excellent fit to a variety of different behavioral data types (Mandera, Keuleers, & Brysbaert,
2017).

Thompson et al. (2020) trained neural embedding models on 41 different corpora, each
corresponding to the different languages that they were analyzing. The semantic alignment
of words was then assessed by determining the similarity of the semantic neighbors that a
word had across languages (see next section for an in-depth discussion of calculating seman-
tic alignment). In this article, this method of calculating semantic alignment will be referred
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12 of 50 B. T. Johns / Cognitive Science 48 (2024)

to as indirect semantic alignment, as it relies on a second-order examination of a word’s repre-
sentation. That is, indirect semantic alignment does not directly compare the representation of
a word across corpora, but instead relies upon extracting and comparing the semantic space of
words across corpora using a metric based upon the closeness of a word’s semantic neighbors.

The use of indirect semantic alignment by Thompson et al. (2020) was dictated by the
research question they were attempting to answer. In their analysis, they only had a subset
of words that had translations across all languages. Thus, most of the training words used
were not consistent across corpora, necessitating the usage of a higher-order examination of
the inferred representations. When examining a single language, such as what is being done
here, this is not necessary and lexical representations should be able to be directly compared
to each other.

However, neural embedding models have a number of components that make it difficult to
do direct comparisons across different corpora. One major issue is that prior to learning the
network is initiated with random weights within the network, and representations drawn from
these random weights are difficult to compare. Additionally, neural embedding models uti-
lize a number of probabilistic functions, such as subsampling (the skipping of high-frequency
words) and negative sampling (the generation of unrelated to hone the model’s representa-
tion), which are dependent on a precomputation of a corpus’s word frequency distribution,
and thus will operate differently across the different user corpora (Mikolov et al., 2013).
Finally, neural embedding models have been shown to have poor performance on smaller cor-
pora relative to other approaches (Levy, Goldberg, & Dagan, 2015), which is typically not
an issue in most applications of distributional models but is a challenge for the current work
due to the small size of the various user corpora. This poor performance on smaller corpora
may be related to the dependence of the probabilistic functions based on word frequency, as
the word frequency distributions of small corpora may not be reliable enough to generate the
appropriate functions.

Given these limitations, neural embedding models are not an ideal model type to examine
the word meanings that are derived from small corpora. Instead, a count-based model that
accumulates direct co-occurrence values within a Word × Word matrix (referred to here as
the WW model), and modified with transformations based on the training methodologies from
neural embedding models, will be utilized here. This method, first described by Johns et al.
(2019) and further evaluated by Johns (2021b), has been shown to provide roughly equiva-
lent levels of performance to neural embedding models, while being considerably simpler in
implementation. Furthermore, Johns (2023) recently demonstrated that this model can extract
sensible distributional representations from small corpora and provide a good accounting of
lexical semantic behavioral data. The specifications and advantages of this distributional mod-
eling approach are described below.

1.3. The WW model

The WW model is a count-based that directly accumulates word-word co-occurrences
across contexts. The prototypical model of this type is pointwise mutual information (PMI),
an information-theoretic measure of the likelihood of two words co-occurring together. PMI

 15516709, 2024, 2, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/cogs.13413 by M

cgill U
niversity, W

iley O
nline L

ibrary on [26/02/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



B. T. Johns / Cognitive Science 48 (2024) 13 of 50

has been shown to provide an excellent fit to a variety of lexical behaviors (Bullinaria & Levy,
2007, 2012; Levy & Goldberg, 2014; Levy et al., 2015; Recchia & Jones, 2009) and rivals the
performance of neural embedding despite being considerably simpler.

The representation employed by the model used here is a matrix, with each row in the
matrix containing a word’s representation and each column being a feature of some type.
Johns et al. (2019) and Johns (2021b) explored different feature types with different theoreti-
cal aims, but here the feature type used will be other words. Thus, the representation will be
the number of times that a target word co-occurs with all other words in a sentential context.
The resulting matrix has a dimensionality of W × W, where W is the number of words in
the model’s vocabulary. Each entry in the matrix is the number of times two words occurred
together.

The goal of Johns et al. (2019) was to determine whether the success of neural embedding
models was due to the use of a prediction mechanism, as has been claimed (e.g., Mandera
et al., 2017), or due to the surrounding training methodologies that the model employs.
Specifically, Johns et al. (2019) examined the impact of negative sampling, which has been
shown to have a sizeable effect on neural embedding model’s performance (e.g., Goldberg
& Levy, 2014; Levy et al., 2015). In negative sampling, a set number of unrelated words
(controlled with a free parameter) are generated. These words are randomly selected based on
preprocessed word frequency from the training corpus, with the sampling procedure differing
across model implementations. The network is then made to suppress (or become unpredic-
tive) of these sampled words, with the idea being that the network should only predict the
words that a word co-occurs with, but not predict words that they do not co-occur with.

Johns et al. (2019) tested whether the use of negative sampling was due to the honing of
a prediction mechanism (as proposed by neural embedding models) or whether it integrates
some other information type into a distributional representation. It was found that the WW
model had massive improvements in variance accounted for in word similarity data when
negative sampling was integrated into its training methodology, which should not occur if the
utility of negative sampling was to improve the predictions of a model, as the WW architec-
ture is not predictive. Instead, it was shown that negative sampling allows for the base-rate
occurrence of words to be integrated into a word’s semantic representation, which allowed
for the unique associations between words to be highlighted. This finding suggests that the
advantages that neural embedding models provide over other frameworks are due to the com-
plexities of the training methodologies employed, not necessarily the underlying processing
and learning framework.

Johns et al. (2019) found that negative sampling vastly improved the WW model’s per-
formance. Additionally, they described two parameter-free analytical techniques that allowed
for negative information to be integrated into a word’s representation. The resulting model
achieved similar levels of fit to neural embedding models, while eliminating a number of
parameters, thus simplifying the approach. Importantly, the approach does not employ any
probabilistic functions in its training materials, and in the implementation used here has only
one hyperparameter: vocabulary size. Thus, when being trained on the 500 different user
corpora, all aspects of the models can be consistent in the training methodologies used. This
means that the resulting representations can be easily directly compared without worrying that
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some other aspect of the model’s architecture is limiting the usefulness of the comparisons.
Additionally, the use of the transformations with small, individualized corpora in the account-
ing for word similarity and free association data has been extensively evaluated recently by
Johns (2023) to positive results, which strengthens the results found here.

There are three transformations that will be applied to the WW representation: (1) global
negative (GN); (2) distribution of associations (DOA); and (3) combined GN + DOA. To
apply the GN transformation, the first step is to construct a vector of base-rate of occurrence
across the columns of the matrix. This is referred to as the GN vector. The first step to forming
this vector is to compute the sum of each column in the matrix:

GN j =
n∑

i = 1

Mi, j, (1)

where GN is the global negative vector, M is the word-by-word matrix, j is the column being
calculated, and i increments through all n rows in the matrix. The elements in the GN vector
are based on the frequency of a word across sentences and the window size used by a model
(here window size will not be a parameter, as a sentence will be used to update a model’s
representation). The second step is to unit normalize the vector, making the magnitude of the
vector 1, by diving each element in the GN vector by the vector’s magnitude:

GN j = GN j∑n
k=1 GNk

, (2)

where k increments through each index in the GN vector.
The third step of the GN transformation is to balance the amount of positive and negative

information in a model’s representation. This is done by computing the sum of a word’s row,
which represents the amount of positive information a word received during training. This
value will be used to add in an equivalent amount of negative information, accomplished with
the following equation:

Mi = Mi − (GN ∗
n∑

j = 1

Mi, j ), (3)

where Mi is a word’s row in the matrix, and j goes through each column in the matrix.
The result of the GN transformation is that there is an equivalent amount of negative and
positive information contained in a word’s representation. In the resulting matrix, if a value is
positive it signals that the connection between two words exceeds the base-rate occurrences
of those words. If it is negative, then it signals that the words do not have a unique association.

Instead of explicitly balancing the amount of negative and positive information like the GN
transformation does, the DOA technique capitalizes upon the fact that the uniqueness of the
connection between two words is already contained in the matrix. To take advantage of this
situation, the first step in this transformation is to transform the columns of the WW matrix
into z-scores:

Mi, j = Mi, j − μ j

σ j
, (4)
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where i represents a row in the matrix, j represents a column, μ j represents the mean of the
column, and σ j represents the standard deviation of the column. The resulting values indicate
how many standard deviations the association between two words is, compared to the other
co-occurrence values in that column, which highlights the uniqueness of those two words.

However, the resulting scores are biased by word frequency, where words higher in fre-
quency will have higher average association scores than lower-frequency words. To normalize
this, each value in a row is normalized with a z-score:

Mi, j = Mi, j − μi

σi
, (5)

where μi is the mean of a word’s row, and σi is the standard deviation of that row. The result of
this transformation are normalized association values, where the unique associations between
words are highlighted.

In Johns et al. (2019) and Johns (2021b), it was found that the best-fitting models resulted
from the GN transformation being applied first, followed by the DOA transformation, sug-
gesting that the transformations are capitalizing upon somewhat different distributional infor-
mation. Given that both Johns et al. (2019) and Johns (2021b) were applied to much larger
corpora than used here, the impact of the three transformation types will be assessed inde-
pendently in the results section to determine the impact of them when using smaller corpora.
The result of the combined transformation on the WW model is that each word is represented
by its association to every other word in the model’s vocabulary, with each association value
being a z-score indicating how much above (or below) that word’s association is compared to
the baseline level of association. As demonstrated by Johns et al. (2019), most of the z-scores
in a word’s representation end up around 0, with a small subset of positive values which serve
to highlight the important associations that a word has.

The initial vocabulary size for the model will be 80,150 for the WW model (thus, the
model’s memory matrix has a dimensionality of 80,150×80,150). This will change in the
results section, however, as the specific words that are consistent across all users are identified
and analyzed with the semantic alignment measures defined below.

1.4. Semantic alignment measures

There will be two semantic alignment measures used in this article—direct and indirect
semantic alignment. Indirect semantic alignment will be equivalent to the methodologies
employed by Thompson et al. (2020), while the direct metric will be unique to this article,
made possible through the use of the above-outlined distributional framework.

The direct semantic alignment measure will be the average similarity of a word’s represen-
tation derived from each user corpus. The similarity metric employed here, and as is standard
across distributional modeling, is a vector cosine (normalized dot product), which returns a
value between −1 and 1. Vector cosine is calculated as follows:

S (x, y) =
∑N

j=1x j ∗ y j√∑N
j=1x2

j

√∑N
j=1y2

j

, (6)

 15516709, 2024, 2, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/cogs.13413 by M

cgill U
niversity, W

iley O
nline L

ibrary on [26/02/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



16 of 50 B. T. Johns / Cognitive Science 48 (2024)

Fig. 4. An example of calculating direct alignment for the word freedom for four users.

where N is the size of the vectors. To compute the direct semantic alignment of a word, the
similarity between each user’s representation was computed and these similarity values were
averaged. Thus, the direct semantic alignment measure reflects how similar the representation
of a word is across the 500 user corpora. If every user had produced a word, there is a maxi-
mum of 124,750 comparisons possible for that word.2 Fig. 4 displays a hypothetical example
calculating the direct alignment for the word freedom when only four users are included in
the computation. This figure shows that direct semantic alignment is the average cosine of all
of the pairwise cosine similarity for each user pair.

As explored in the results section, the number of comparisons will be controlled by a fre-
quency parameter, where for a user to be included in the computation of the semantic align-
ment of a word, they would need to use a word a minimum number of times. This parameter
will be included to ensure that each user has enough samples of a word’s usage to form a stable
representation of a word’s meaning, and the impact of this parameter will be explored in the
results section. The frequency parameter will also be used when computing indirect semantic
alignment, thus ensuring that both measures are using the same underlying representations,
but in a different fashion.

The indirect semantic alignment measure will employ the same methodology as Thompson
et al. (2020). The computation of this measure occurs across multiple steps. Fig. 5 contains an
example of the computation of the indirect alignment of a single word (freedom in this exam-
ple) for two users (see Thompson et al., 2020 for additional illustrations and more specific
details of how indirect semantic alignment is calculated). As is shown in the figure, the first
step in calculating the measure is to determine the n nearest neighbors for a word from the
first representation. A vector of size n is then formed, consisting of the vector cosine of these
neighbors. A second vector is formed by taking these same words and assessing the similarity
values for those same words for the second representations, resulting in a second vector of
size n composed of those cosine values (the similarity of the same words as is contained in the
first vector). Then, the similarity between these two vectors is computed with a vector cosine.
This is the first value used in the resulting semantic alignment measure. The second value is
simply the reverse of this process, where the n nearest neighbors of the second representation
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Fig. 5. An example of calculating indirect alignment for the word freedom for two users. This process is repeated
for each user−user pair and the final indirect alignment is the average of all of those comparisons.

was used to drive the comparison, resulting in a second neighborhood similarity value. The
final semantic alignment is the average of these two values. This process is then repeated for
each possible comparison—languages in the work of Thompson et al. (2020) and user cor-
pora here—and averaged for each word that was analyzed. The final value of neighborhood
size (the n parameter above) that was used by Thompson et al. was 100, which will be the
value used here.

As stated, the use of indirect semantic alignment by Thompson et al. was necessary based
upon their research goals. Here, there is no such limitation, so one of the first analyses per-
formed in the results section will be to contrast and compare these two metrics, and to deter-
mine their connection to various psycholinguistic variables. This will allow for a determina-
tion of what the best methodology to measure semantic alignment within a language is.

1.5. Implementation details

The computation of the semantic alignment values used below faced a number of technical
challenges, due to the number of corpora used here and the number of words that will be
analyzed.3 To compute both the indirect and direct semantic alignment measures, the first step
was to compute the WW model transformed with the combined GN and DOA transformations
for each user corpus, which were then stored separately as individual files (stored as a matrix).
To compute the direct semantic alignment measures, two user matrices were held in main
memory (which required substantial amounts of RAM given the size of the matrices) and the
alignment of words was attained between those two users was recorded. This was repeated for
each possible user pair, resulting in 124,750 comparisons across all users, a task which took
over a week to compute using a 12-core Intel Xeon processor put into parallel using 256GB
of RAM. The alignment measures were then averaged for each word.
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To compute the indirect semantic alignment measure, a similar strategy was employed.
However, the first step was for each user to compute the similarity matrix for all words in
the representation. It is necessary to determine all similarity values, not just the 100 nearest
neighbors, due to it not being possible to know what cosine values will be necessary in the
second step of computing the indirect alignment measure. Then, the indirect semantic align-
ment for each word was calculated for each user pair (with the same number of comparisons
as for the direct measure), and averaged.

All resulting metrics used in this article are available at https://osf.io/rsjkc. Due to the size
of the various corpora and resulting derived representations (in total, the corpora and derived
representations and similarity matrices require about 1TB of hard drive space), as well as
privacy concerns, it is not feasible to share them publicly; however, they are available upon
request from the author. Code written in the Java programming language that was used to
derive the semantic alignment measures from these materials is also available upon request.

2. Results

There will be nine different simulations reported. Simulation 1 will demonstrate that the
user corpora are extracting a sufficient amount of semantic information to be useful in exam-
ining alignment within lexical semantic memory. Simulation 2 will examine the impact of
the transformations on the fit of the user models. Simulation 3 will provide an examination
of the two semantic alignment metrics, followed by Simulation 4 which will determine their
respective fits to multiple psycholinguistic variables, in order to determine the best semantic
alignment measure. Following this, the impact of different user metadata on semantic align-
ment will be done. Specifically, Simulation 5 will determine the impact that the similarity of
discourse communication patterns has on across user semantic alignment. Simulation 6 will
examine the semantic alignment of users to themselves, while Simulation 7 will examine the
impact of discourse on within user semantic alignment. Finally, Simulation 8 will examine
the impact of syntactic category on semantic alignment, while Simulation 9 will examine
semantic categories.

2.1. Simulation 1: Small corpora and similarity performance

Compared to previous studies utilizing distributional models to examine language process-
ing, one unique aspect of the following analyses is the use of many different small corpora that
are relatively small in size. One issue that must be considered when examining the seman-
tic representations that are derived from small corpora is whether the word representations
that are constructed are stable and contain enough semantic information in them to drive a
meaningful semantic alignment measure. This concern is due to the limited number of train-
ing samples available for each word that using small corpora afford, which may result in the
word representations not containing enough semantic information about a word’s meaning to
be reliable.
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Fig. 6. Histograms of the Spearman correlations for the word pair similarity values for each user corpus to the
Bruni et al. (2012) word similarity data, manipulated by the frequency criterion. Each panel corresponds to a
different frequency criterion. The frequency criterion sets the minimal level of sentences that each word in a pair
must appear in to be included in the analysis.

To determine the impact that the number of training samples has on model performance, an
initial simulation was done using the word similarity data of Bruni, Boleda, Baroni, and Tran
(2012), a standard dataset for evaluating distributional model performance. In a word similar-
ity task, participants are prompted with pairs of words and must rate how similar they believe
they are on a given scale. This dataset was used here because it consists of 3000 word-pairs, a
relatively large number of pairs for this kind of dataset. Each user corpus was assessed inde-
pendently. To evaluate the impact of the number of training sentences on model performance,
a frequency criterion was set such that if both words appeared in a number of sentences that
exceeded this criterion, then that pair was included in the analysis. Otherwise, the pair was
not included. The criterion was set at 0 (meaning that each word had to have occurred at
least once), 25, 50, 75, and 100 sentences. Repeated uses within a sentence were ignored.
Increasing the criterion caused fewer word pairs to be included but it will allow for a deter-
mination as to what impact receiving more training exemplars for each word has on model
performance. The simulation was run with the combined GN+DOA matrix transformations
described above.

The results of this simulation are contained in Fig. 6, with each criterion level having its
own histogram of Spearman correlations across the 500 user corpora. For the 0, 25, 50, 75, and
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100 comparison levels, there were 2545.9, 906.85, 604.16, 437.68, and 340.96 average num-
ber pairs for each corpus included in the analysis, respectively. This figure shows that when
the frequency criterion is set at 0 (where each word just needed to occur once), indicating that
when some word pairs had minimal levels of experience, the model struggled. However, when
the criterion was increased to 25, the model achieved a relatively high level of performance.
Model fits plateaued at a criterion of 50, suggesting that at this level of sampling the derived
word representations are relatively stable.

To compare the performance of the individual user corpora to a larger corpus, performance
was calculated when the model was trained on all 500 user corpora at once. When the model
was trained on all corpora at once, the Spearman correlation was r = .764, p < .001 signaling
that including all corpora provides an improvement in model performance (the best user cor-
pus achieved a correlation of r = .739, p < .001 with a frequency parameter of 50; however,
as Fig. 6 shows, most user corpora fell far below this level of fit).

This simulation establishes that even though the various user corpora are relatively limited
in size, and likely contain less diverse language than other sources of written language due to
being from a single individual, they still contain enough semantic information to give reason-
able fits to word similarity data. This result provides confidence that the resulting semantic
alignment values will be based upon realistic representations of word meanings. Johns (2023)
provides a much broader examination of the ability for distributional models trained on small
corpora to account for lexical semantic behavioral data.

2.2. Simulation 2: Impact of transformations

A second question that needs to be answered before examining the semantic alignment
results is how the various transformation techniques deal with the smaller user corpora, as
they have previously only been applied to large corpora (Johns et al., 2019; Johns, 2021b). To
determine the impact of the various transformations, Fig. 7 contains histograms of the Spear-
man correlations for the 500 user corpora for the model with no, GN, DOA, and GN+DOA
transformations. A frequency criterion of 50 was used in this simulation. This figure shows
results that are coherent with past results, as both the GN and DOA transformations provide
substantial improvements over the untransformed representations. However, here the DOA
transformation provides a much larger improvement over the GN transformation, suggesting
that this is the better technique when dealing with small corpora. As described in Johns et al.
(2019), the GN transformation is most analogous to the negative sampling procedure used
by word2vec, which has been shown to struggle with small corpora (Levy et al., 2015), so
the increased advantage for the DOA transformation makes sense in this context. Overall, the
best fit is given with the combined GN and DOA transformation, again consistent with past
results, and thus this will be the model that will be used through the remaining analyses.

2.3. Simulation 3: Examination of semantic alignment measures

A necessary step before analyzing the results of the two semantic alignment variables is
to determine the words that will be examined here. Two variables that need to be taken into
account when forming the word list are: (1) the frequency criterion described above, and (2)

 15516709, 2024, 2, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/cogs.13413 by M

cgill U
niversity, W

iley O
nline L

ibrary on [26/02/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



B. T. Johns / Cognitive Science 48 (2024) 21 of 50

Fig. 7. Histograms of the Spearman correlations for the word pair similarity values for each user corpus to the
Bruni et al. (2012) word similarity data for the four different transformations of the WW model. The results
displayed in this figure are consistent with past findings, showing that the combined GN+DOA transformation
offers the best performance.

the number of users who produced a word. It is necessary to consider these two variables to
ensure that there are enough samples to provide a reliable estimate of semantic alignment.
It was determined that for a word to be included on the word list, it had to be used at least
50 times (this criterion was decided based on the results of the simulation contained in Fig. 6)
by 25 different users.

The use of these criteria resulted in a word list of 10,870 words. Although the selection of
25 different users is somewhat arbitrary, this allowed for at least 300 user−user comparisons
for each word contained in the list (most words will have substantially more than this). A total
of 674 words were used by all users (mostly high-frequency function words), with a declining
usage after this point. To visualize the number of comparisons that was done for each word,
Fig. 8 contains the number of comparisons that was done across words, ranked from most to
least. This shows that most words receive a substantial number of samples, which provides
confidence that the alignment numbers are reliable. The median number of comparisons for a
word was 7348, signaling that most words received a substantial number of comparisons in the
construction of their semantic alignment values. Overall, there were 352,304,340 comparisons
done across words for both the direct and indirect semantic alignment metrics.

 15516709, 2024, 2, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/cogs.13413 by M

cgill U
niversity, W

iley O
nline L

ibrary on [26/02/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



22 of 50 B. T. Johns / Cognitive Science 48 (2024)

Fig. 8. A ranked list of the number of comparisons that each word received when computing the two semantic
alignment values.

To visualize the two alignment measures, Fig. 9 contains histograms of the direct and indi-
rect semantic alignment values for the 10,875 words analyzed. The first noticeable trend in
this figure is that the indirect semantic alignment values are shifted negatively compared to
the direct semantic alignment values. However, it is difficult to know what exactly this finding
represents as they are measuring somewhat different aspects of a word’s representation. The
Pearson correlation for all words between the direct and indirect values is r = .745, p < .001,
signaling that the two measures are quite associated with each other but that there are some
divergences between them.

To gain a better understanding of these differences, Fig. 10 contains the ranked direct and
indirect alignment values with standard deviation error bars included for each word. In this
figure, words are ranked by their magnitude in the respective alignment measures (and thus
do not map onto the same words across the two panels). The standard deviation represents
the variability in the semantic alignment across user pairs. This figure shows that the indirect
comparison technique has much more variance across words compared to the direct compar-
ison. This finding suggests that the more limited semantic space that the indirect measure is
capturing leads to an increase in the variance in the alignment values across words.

As Fig. 9 displays, the scale of the semantic alignment values is relatively limited, and the
values are quite close to zero. It is unclear whether this is due to the mathematical under-
pinnings of the modeling approach or whether the alignment metrics are failing to assess
similarity in the usage of the same word across individual language users. To ensure that the
alignment measures used here are actually capturing similarity in word usage, an additional
simulation was conducted where random semantic alignment values for different words
were compared against the semantic alignment values for the same words. To accomplish
this, the average semantic alignment value for every user to every other user was calculated
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Fig. 9. Histograms of direct and indirect semantic alignment values for the 10,875 selected words.

(i.e., the average of all the semantic alignment value for each word between each user pair
was assessed and averaged). To construct randomized semantic alignment values, a Monte
Carlo simulation was done where for each user pair the average semantic alignment value
was taken between 100,000 random word pairs (where both words in the pair exceeded
the frequency parameter). Only the direct semantic alignment measure was used in this
simulation.

The histogram of these values is contained in Fig. 11, which shows that the average seman-
tic alignment for the different word comparisons is very distinct from the same word compar-
isons. Specifically, this figure shows that all the average different word comparisons are very
close to a value of 0, signaling no semantic alignment when using direct semantic alignment.
However, the average same word comparisons are all well above this level, demonstrating
that there is a systematic semantic alignment of words across individual language users. This
simulation demonstrates that there is consistency in the semantic representations of words
used across individuals, although there is significant variability in this consistency.

To further examine the impact that semantic alignment is having on the semantic represen-
tation of words across user models, an additional simulation was done looking at the consis-
tency of semantic neighborhoods for a word that has a high level (solar; direct alignment =
.355), a medium level (economy; direct alignment = .149), and a low level (concept; direct
alignment = .097) of direct semantic alignment. Semantic neighborhood consistency was
determined by computing the 50 nearest neighbors for each word across all users. Then, the
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Fig. 10. The average direct (top panel) and indirect (bottom panel) semantic alignment value for each word
assessed, ranked by alignment magnitude (not word frequency). Error bars are standard deviation. This figure
shows that the use of indirect semantic alignment results in considerably more variance across users compared to
direct semantic alignment.

percent probability that a given word was included in a user’s semantic neighborhood was
calculated. These percentages for the three target words for the top 25 included neighbors
are displayed in Fig. 12. This figure shows that for the highly aligned word solar, there was
considerable consistency in the semantic neighborhoods of different users. For example, the
word panels was a near neighbor of solar for approximately 80% of users. However, as the
level of semantic alignment went down, so did the consistency of the semantic neighbors
across users, with their being low levels of agreement in the semantic neighborhoods for the
words economy and concept. This suggests that these words are being used by individuals
in appreciably different ways across their comments, leading to divergences in their nearest
neighbors across users.

To determine if this variability is due to the connection to other psycholinguistic properties
of a word, the correlations between the alignment measures and other word-level psycholin-
guistic variables will be assessed next.

2.4. Simulation 4: Connection to psycholinguistic variables

For semantic alignment to be considered a useful theoretical construct to psycholinguistic
researchers, the metrics should have some connection to previously proposed variables. That
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Fig. 11. A histogram comparing the average user−user direct semantic alignment value for randomly selected
different word pairs versus the same word. The same word values are the average semantic alignment for each
user pair, while the different word values are the result of a Monte Carlo simulation examining semantic alignment
of randomly selected word pairs across user pairs. The results show that same word alignment is much more
consistent for the same word versus randomly selected words.

is, there are obvious differences in the meanings that people derive from their experiences,
but these meanings should be at least somewhat connected to other variables that have been
shown to influence word processing.

To determine how the two alignment measures are connected to different psycholinguis-
tic variables, the correlations between the direct and indirect semantic alignment measures
and various psycholinguistic variables were taken. The variables included were: (1) concrete-
ness (Brysbaert, Warriner, & Kuperman, 2014); (2) body−object interaction ratings (Pexman,
Muraki, Sidhu, Siakaluk, & Yap, 2019); (3) semantic diversity (Hoffman, Ralph, & Rogers,
2013); (4) Reddit word frequency (Johns, 2021a); (5) contextual diversity (the UCD-SD mea-
sure from Johns, 2021; the best fitting current contextual diversity measure); and (6) word
length. Concreteness ratings assess how grounded a word’s representation is in the perceptual
environment. Body−object interaction ratings assess the ease with which the human body
can interact with a word’s referent and is designed to assess the embodied nature of a word’s
semantic representation. Semantic diversity assesses the variability in the meaning of the
different contexts that a word occurs in. Contextual diversity measures how many different
semantic context types that a word occurs in. Word frequency is the number of times a word
occurred in the Reddit corpus from Johns (2021a), and word length is related to a number of
structural properties of a word, such as morphological and phonological complexity. Notably,
Thompson et al. (2020) did not find a significant connection between their alignment measure
and concreteness4 across languages, so this analysis will shed light on some differences in the
semantic alignment of words within a language versus across languages.
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Fig. 12. Results of a simulation examining the consistency of the semantic neighborhoods of a word that has
high semantic alignment (solar), medium semantic alignment (economy), and low levels of semantic alignment
(concept). This simulation demonstrates that semantic alignment is measuring appreciable differences in the con-
sistency of the usage of words across individual users of a language.

Table 1
Correlations between the alignment measures and the different lexical strength variables

Measure 2 3 4 5 6 7 8

1. Direct .752 .301 .197 .−.378 .059 −.169 −.204
2. Indirect . .229 .062 −.235 .391 .03 −.252
3. Concreteness . . .775 −.369 −.015ɸ .028 ɸ −.388
4. Body-object . . . −.378 −.2 −.157 −.018
5. Sem diversity . . . . .428 .575 .008
6. WF . . . . . .816 −.383
7. UCD-SD . . . . . . −.352
8. Length . . . . . . .

Note. N = 7399 for concreteness, N = 9860 for SemD, N = 3369 for body−object interaction, and N = 10,237
for all other variables. ɸ = not significant, all other correlations significant at p<.01.

The resulting correlations are displayed in Table 1. This table shows that both the direct and
indirect alignment measures correlate positively with concreteness and body−object interac-
tion ratings, suggesting that words that are higher in alignment tend to also be more perceptu-
ally grounded. Additionally, both measures are negatively correlated with semantic diversity
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(a measure of the variability of the meanings of the contexts that a word occurs in), suggest-
ing that words that are more semantically aligned tend to have less semantic diversity (mean-
ing that they tend to occur in more consistent contexts), a comforting finding. In both cases,
the direct measure has a stronger correlation to these variables. The only correlation where the
direct and indirect alignment measures diverge is in the lexical strength variables, where the
indirect measure has a moderate positive correlation to word frequency, while the direct mea-
sure does not. The direct measure has a small negative correlation to the UCD-SD variable,
but this is likely a reflection of the direct measure’s increased sensitivity to semantic diversity,
as the UCD-SD measure also takes into account the semantic diversity of the contexts that a
word occurs in when calculating a word’s contextual diversity.

Taken together, the results displayed in Table 1 suggest that in the case of the small corpora
used in this analysis, the direct semantic alignment maps onto other lexical measures, par-
ticularly concreteness and semantic diversity, better than indirect semantic alignment. This is
likely due to the fact that the direct measure takes into account the entire semantic space of
a word (as it is a direct examination of all features contained in two word’s representation),
while the indirect measure is considering only a limited subsection of it (due to necessarily
limiting the analysis to the nearest neighbors of a word). For the remainder of this article, the
direct semantic alignment measure will be the sole metric utilized.

An important issue to consider with this analysis is what the psycholinguistic variables
indicate about the alignment measures. Although the two measures are rather highly corre-
lated (as one would expect), they do have some divergences. The clearest divergence is the
connection to WF, where the direct variable is not correlated to WF, but the indirect is (indeed,
it is the highest correlation to the various psycholinguistic variables for either measure). This
is not necessarily a positive—being connected to WF is likely an artifact of using a limited
sample of cosines in the calculation of the indirect measure, with high-frequency words likely
being preferentially selected in semantic neighborhoods. However, the increased connection
between the direct alignment measure and concreteness is a positive one, as it is intuitive that
words that are more perceptually grounded should have more similar representations across
people given that perceptual experience is likely less variable than linguistic experience. This
speaks to a general issue of using corpus-based measures to explain linguistic behavior, where
the connections between derived variables and behavior need to be crouched within cognitive
theory.

Additionally, the finding that both the direct and indirect measures have a significant corre-
lation to psycholinguistic variables such as concreteness and body−object interaction ratings,
which Thompson et al. (2020) did not find, suggests that there are different impacts of word-
levels variables on word representations within a language as opposed to across languages.
This will be discussed further in the General Discussion.

2.5. Simulation 5: Impact of user similarity

One unique aspect of using Reddit as a corpus is that discourse information can be attained
for each comment produced, as previously explored by Johns (2021a, 2021b) in lexical orga-
nization and lexical semantics. Here, discourse information will allow a determination of the
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Fig. 13. A histogram of the discourse similarity of all user pairs. This figure shows that most users have relatively
distinct commenting patterns on the forum, but with a long tail of users who tend to comment in similar discourses.

similarity of users based on their shared communication patterns across discourse types. The
ability to extract discourse-level information is due to the existence of subreddits, with each
subreddit being a topic of discussion around a certain topic (e.g., r/CogSci features discus-
sions about cognitive science).

In order to compute user similarity, all subreddits that had five or more of the selected
users communicated in were recorded. This resulted in a list of 20,307 subreddits. Each
user was then represented by a vector of length 20,307, where each element is the number
of comments that the user made in each subreddit. Then, the pairwise similarity was taken
between each user pair by taking the vector cosine between each discourse vector, giving a
discourse similarity value between 0 and 1 (due to the vectors not containing any negative
numbers). This resulted in 124,750 discourse similarity values across all users.

Fig. 13 contains the histogram of the discourse similarity values. This figure shows that
most users are relatively dissimilar in their communication patterns, indicating that most of
the users selected are unique in terms of the subreddits that they communicate in. However,
there is a long tail of higher similarity values suggesting that there are some users who have
a considerable overlap in the subreddits that they comment in.

In order to determine the impact of the discourse similarity measure on the semantic align-
ment values, the average semantic alignment between each user pair was calculated (i.e., for
each user pair, the average alignment across all words for those users that exceeded the fre-
quency criterion was computed, equivalent to what was done in Fig. 11 for the same word
comparison) and correlated to the discourse similarity values for that user pair, for a total
of 124,750 comparisons. The Pearson correlation coefficient between discourse similarity
and direct semantic alignment was r = .359, p < .001, while the Spearman correlation was
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Fig. 14. The average alignment of each user−user pair, placed into 10% ranked bins based upon the discourse
similarity of the two users. This figure shows that users who communicate in similar discourses tend to have a
greater degree of semantic alignment. Error bars are standard deviation.

r = .47, p < .001, suggesting that a ranked transformation of the values provides a closer
correspondence between the variables. This disparity between correlation metrics is likely
due to the alignment values and the discourse similarity values having considerably different
distributions (see Figs. 9 and 13, respectively).

To gain an understanding of the shape of the connection between semantic alignment and
user discourse similarity, the average semantic alignment values were calculated in ranked
bins. The ranked bins contained 10% of each discourse similarity value, ranked from 0 to
100 in steps of 10. The result of this analysis is contained in Fig. 14. This figure shows that
there is a linear increase in the semantic alignment values as a function of the discourse simi-
larity values. This suggests that the types of discourses in which an individual communicates
within impacts the alignment that two language users have, with users that have similar com-
municative requirements having more semantic alignment, on average. This finding indicates
that there are social and communicative pressures on the word meanings that different indi-
viduals derive, a finding that will be discussed further in the General Discussion.

2.6. Simulation 6: Within versus across user semantic alignment

So far, semantic alignment has only been analyzed across individual language users. A
related, and important, question is how aligned an individual’s own usage of words is across
time? To determine this, each user corpus was temporally organized by comment date and
split in half. Then, semantic representations were derived for each half and compared to each
other to generate a within-user semantic alignment value. This was repeated for all users
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Fig. 15. A histogram of the difference scores for within and across alignment. This figure shows that an individual’s
usage of language is more consistent compared to language usage across individuals.

and the values were averaged. The resulting semantic alignment values will be referred to
as within alignment (vs. across alignment from the previous analyses). Given that within
alignment necessary limits the number of comparisons possible (down to a maximum of 500),
the frequency criterion was relaxed to 25. In addition, a minimum number of 10 users had to
have semantic alignment values for a word to be included in the resulting analysis. The use of
these parameters led to within alignment values for 10,616 out of the previous 10,870 words
examined.

The average within semantic alignment values was .165 (SD = .075), a considerable
increase over the across semantic alignment values (M = .073, SD = .06), with this dif-
ference between the two alignment measures was highly significant [t(10,615) = 215.67,
p<.001]. To gain insight into how the within semantic alignment values compared to across
semantic alignment, Fig. 15 contains a histogram of difference scores (within alignment –
across alignment) for each of the 10,616 words. This figure shows that for almost all words
the within alignment values are considerably higher than the across alignment values (indeed,
only 12 words had an across alignment score that was higher than their within alignment
score). This finding suggests that word usage within individuals is much more stable than
across individuals, an intuitively satisfying result. However, across user alignment had a
strong correlation to within user semantic alignment, with an r = .812, p<.001, suggesting
that the alignment of the words is consistent across and within users, but with an increased
magnitude for the within alignment values. This entails that words that have consistent
alignment across users also tend to have consistent alignment within a user. That is, words
that are used in a similar way by different people across contexts tend to be used by the
same person in a similar way across contexts. This is likely related to the attachment to
concreteness and semantic diversity that both variables share.
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Table 2
Correlations between the within and across direct alignment measures and the different lexical strength variables

Measure Within alignment Across alignment

Concreteness .402 .3
Body-object .296 .202
Sem diversity −.468 −.379
WF −.201 .062
UCD-SD −.359 −.169
Length −.205 −.202

Note. N = 7257 for concreteness, N = 9661 for SemD, N = 3369 for body−object interaction, and N = 10,021
for all other variables. All correlations significant at p<.001.

To determine how connected the within semantic alignment values are to the previously
outlined psycholinguistic variables, Table 2 contains the Pearson correlations for both within
and across alignment for all words available. This table shows that for every variable tested,
the within semantic alignment values has a stronger fit compared to the across alignment val-
ues. This finding suggests that the impact of the various psycholinguistic measures, such as
concreteness and semantic diversity, exerts more influence on the consistency of an individ-
ual’s usage of language, compared to across individuals.

2.7. Simulation 7: Impact of within user discourse communication patterns

Fig. 14 demonstrates that users who communicate within the same discourse types tend to
be more semantically aligned. A related question is what impact communicating in different
discourses has on an individual’s usage of language. That is, if communicative requirements
of different discourses shift the meaning of words across users, is there an equivalent pattern
found within a single individual language user, where the meaning of words that a single
individual uses changes depending on where and with whom they are communicating.

To answer this question, all users who communicated within a single discourse on Reddit
between 35% and 65% of the time were found. This criterion was set so that a user corpus
could be split into a single discourse corpus (the subreddit where the person predominantly
communicated within) versus an across discourse corpus (all other comments that the user
made on the site). Overall, 113 users fit this criterion, which will reduce the number of com-
parisons possible in this analysis compared to previous ones. Two within user semantic align-
ment measures were then constructed from these corpora: (1) within discourse alignment and
(2) across discourse alignment. Within discourse semantic alignment was calculated by split-
ting the single discourse corpus in two, with a temporal split being employed, and assessing
the similarity of words from the model trained separately on the two halves. Across discourse
semantic alignment was calculated by training the model on the single discourse corpus and
the across discourse corpus separately and computing the semantic alignment of words. As
in the previous simulation, a frequency criterion of 25 was used and a word had to have at
least 10 users had to have used a word to be included in the resulting analysis. This resulted in
4971 words, a reduction over previous levels, but still a sufficient number of words to provide
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Fig. 16. A histogram of the difference scores for within discourse and across discourse alignment. This figure
shows that the semantic alignment for an individual is greater when communicating within a single discourse than
across discourses.

concrete evidence about how semantic alignment changes depending on the discourse a user
is communicating within.

The average within discourse semantic alignment values was .238 (SD = .074), while the
across discourse semantic alignment values was .145 (SD = .073), signaling that there is more
within user semantic alignment when a user is communicating within one discourse compared
to across discourses. This difference is highly significant [t(4984) = 172.61, p<.001]. There
were only 41 words that had a higher within discourse semantic alignment compared to across
discourse semantic alignment. Fig. 16 contains the average within discourse minus across
discourse difference scores for all words. This figure shows that for the majority of words,
there is a fairly large and consistent difference in these measures, signaling that individuals
shift the meaning of the words that they are using when consistently communicating within a
single discourse as compared to different discourses.

To further evaluate the semantic representations being developed by the user models trained
on the within versus across discourse corpora, an additional simulation was conducted exam-
ining the semantic neighborhoods of words trained on the different corpus types. If words
are being used more consistently within a discourse, then this should lead to more simi-
lar semantic neighborhoods as compared to words being used across discourses, where the
words may be used more flexibly in relation to the communicative requirements of the dif-
ferent discourses. To accomplish this, each of the within and across discourse corpora were
split into two random sections and representations were generated from each portion, lead-
ing to four models for each user (two within and two across models). Then, for each of the
above specified 4971 words, the 100 closest neighbors were found for the different models.
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Fig. 17. A simulation examining the difference in neighborhood overlap for the within discourse corpora compared
to the across discourse corpora. Each bar represents the percentage difference in within discourse neighborhood
overlap over across neighborhood overlap for a single word. This figure demonstrates that the within discourse
corpora are generating more consistent word meanings than the across discourse corpora.

However, the semantic neighborhoods were only generated for each word that exceeded a fre-
quency parameter of 100. This increased frequency criterion was used to ensure that a target
word had a strong representation, given that each model is only being trained on a quarter of
already small corpora. This led to a set of 1617 words being used in the following analysis.
For each of these words, the closest 100 neighbors were calculated across the four models.
Then, the percent overlap between the neighborhoods for the two within discourse represen-
tations was calculated, as well as the percent overlap between the neighborhoods for the two
across discourse representations. These values were then summed across all users to attain an
average overlap value.

Overall, it was found that for the within discourse representations, there was an average of
22.9% overlap in the semantic neighborhoods of words, while for the across discourse repre-
sentations, there was an average of 17.03% overlap. A paired-sample t-test showed that this
was a highly significant difference [t(1616) = 64.23, p<.001]. Fig. 17 contains the average
difference between the within discourse overlap percentage and the across discourse over-
lap percentage for all words. This figure shows that almost all words had a higher within
discourse neighborhood overlap, with only 77 words having more neighborhood overlap
with the across discourse representations. This provides further evidence that word mean-
ing relativity does not hold just across different individuals but also within an individual as
well, where the flexibility of word meaning representations allows for words to be used by
the same user in different ways across discourses. These differences are likely due to com-
municative requirements when communicating with different sets of people about different
topics.
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Fig. 18. Average within and across semantic alignment for five different syntactic categories.

2.8. Simulation 8: Impact of syntactic category

The next question that will be examined is how semantic alignment is impacted by the
syntactic category of a word. To assess this, the across and within direct semantic alignment
values were assessed for five different syntactic categories: (1) nouns (n = 7152); (2) verbs
(n = 5345); (3) adjectives (n = 2484); (4) adverbs (n = 899); and (5) prepositions (n = 118).
The syntactic category for a word was retrieved from the MRC psycholinguistic database
(Wilson, 1988). Words could be assigned to more than one syntactic category.

The results of the simulation are contained in Fig. 18, with the data for the across semantic
alignment values being displayed in the top panel, while the within user semantic alignment
values are contained in the bottom panel. This figure shows that nouns are more aligned than
verbs, with the modifiers of those categories showing the same pattern. The only divergence
of the two metrics is for prepositions, where the across values for this category had the highest
average alignment, while for the within alignment metric, it was slightly less than what was
found for nouns. This suggests that there could be differences in the alignment within and
across users, but this may be due to the small sample size of prepositions compared to the
other syntactic categories.

Overall, this simulation suggests that nouns (and modifiers of nouns) are more consistent
in meaning across individuals than verbs. However, this could be related to the connection
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Fig. 19. Average alignment values for nouns and verbs across concreteness bands.

between semantic alignment and concreteness previously found. To determine whether the
greater alignment for nouns was due to concreteness and not semantic alignment, the con-
creteness values for all nouns (n = 4986) and verbs (n = 2894) from the above-analyzed
categories were attained. Then, average semantic alignment was calculated at four bins of
concreteness ratings: 1−2, 2−3, 3−4, and 4−5. Fig. 19 contains the results of this analysis
and shows that across all concreteness bands, the nouns have significantly higher alignment
than verbs (p<.001). However, in the 4−5 band, the difference in magnitude between nouns
and verbs is reduced, suggesting that very concrete words have greater levels of alignment
across the two syntactic categories.

2.9. Simulation 9: Impact of semantic category

One of the main points of analysis from Thompson et al. (2020) was to determine how
universal the concepts contained in semantic categories are. To accomplish this, they gen-
erated a set of categories that were likely to be used across cultures. Given that the aim of
this article is about understanding the alignment within a language, these categories are not
necessarily relevant to the current analysis. Instead, here category production data from the
standard Van Overschelde, Rawson, and Dunlosky (2004) norms will be used to examine the
semantic alignment of different semantic categories.

Specifically, 59 categories were extracted from these norms. The first analysis will examine
the average alignment values for each category. For a category to have an average alignment
assessed, they needed to contain at least 10 words from the word list. There were 29 categories
that reached this criterion, consisting of 501 words. The average alignment values from the
within and across measures were highly correlated, with an r = .899, p < .001, so only the
across alignment values will be analyzed. The resulting averages are contained in Fig. 20. This
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Fig. 20. The average across alignment values for 29 categories from the Van Overschelde et al. (2004) norms.

figure shows that different semantic categories vary widely in their alignment values, with
categories like food flavors and chemical elements having a high level of alignment compared
to categories like family relations and time measurements, which have a relatively low level
of alignment. This is somewhat in contrast to the results of Thompson et al., who found that
the time category had a high level of semantic alignment across languages, suggesting that
there can be differences in semantic alignment for within a language as compared to across
languages.

A further piece of data that will be analyzed is the connection between category production
probability (the probability of a category member being produced by participants when given
a category cue) and semantic alignment. Due to different categories having a different range
of probabilities and semantic alignment values, all data were transformed to ranks within a
category (e.g., the most prototypical category member was given the rank of 1, the second
most prototypical category member the rank of 2, etc…), so that both data and corresponding
semantic alignment values were on the same scale. Additionally, the requirement for at least
10 category members to be included was dropped, so that all categories were analyzed. This
raised the number of words in the analysis to 672. Strong correlations were found between
the category production data and both across and within semantic alignment, with an r =
.601, p < .001 for across semantic alignment and an r = .478, p < .001 for within semantic
alignment. This signals that words that are more prototypical of a category are also the most
semantically aligned across individuals. The strong correlation for across semantic alignment
signals that words that are more prototypical of a category have more consistency across
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individual language users, suggesting that categorical structure has an impact on the language
environment that different individuals are apart of, with more prototypical category exemplars
having a more consistent usage pattern.

3. General discussion

The overall goal of this study was to determine the relativity of word meanings across indi-
vidual language users. This follows previous work by Thompson et al. (2020) examining the
relativity of word meanings across languages. To accomplish this, 500 corpora of prominent
users on the internet forum Reddit were constructed, following recent work using Reddit to
examine distributional properties of words in a communicative environment to examine lex-
ical organization and lexical semantics (Johns, 2021a, 2021b, 2022, 2023; Johns & Jones,
2022). A count-based distributional framework (first described in Johns et al., 2019 and fur-
ther explored by Johns, 2021b, 2023), which integrates optimization procedures from neural
embedding models, was used to derive semantic representations for words from the user cor-
pora. These corpora were relatively small compared to most modern corpora used in distri-
butional modeling, ranging between approximately 3.2 and 32 million words each, but it was
found that each individual user corpus contained sufficient amounts of linguistic knowledge
to provide adequate fits to word similarity data (see Johns, 2023 for a further evaluation of
aggregating individualized semantic models to fit to lexical semantic data).

The motivation for this research was multifold. As stated, one motivation was to build upon
the work of Thompson et al. (2020) in examining the overall relativity of the language envi-
ronment through an examination of the word meanings extracted from individualized models
of distributional semantics. An additional motivation was to extend distributional modeling
down to smaller scales to examine the cognitive plausibility of these models at a realistic level
of experience (see also Johns, 2023 for related work on this issue). This approach runs counter
to current trends in distributional and embedding models, where the focus has been on build-
ing very large models of word meanings, resulting in the current class of Large Language
Models (e.g., the GPT class of language models; Binz & Schulz, 2023). Although these mod-
els show very impressive performance across a range of tasks, they lack cognitive plausibility
due to their large-scale training materials which vastly eclipse the amount of material any
human could process (i.e., the entire internet). From a cognitive perspective, the original goal
of distributional modeling as set forth by Landauer and Dumais (1997) was to understand
how word meanings can be acquired by simple learning mechanisms trained with realistic
levels of lexical experience. One key aspect of this line of research is to understand the indi-
vidual differences that are inherent in the word meanings that different individuals have, due
to their differential experience with language (Johns et al., 2019). The results found in this
article provide a starting point for the theoretical development of individualized models of
word meanings through the determination of the lexical landscape of word meanings across
and within language users.

To examine the relativity of word meanings, two measures of semantic alignment were
used. The first followed the methodology employed by Thompson et al. (2020), where the
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semantic consistency of the closest neighbors for the same word, trained from two different
user corpora, was calculated. In this article, this measure was entitled indirect semantic
alignment, as it relies upon second-order properties of a word’s representation to assess the
similarity of two words. The other measure, entitled direct semantic alignment, simply calcu-
lated the similarity between two word’s representations that were trained on different corpora
directly, which was then calculated across every user pair to determine a word’s overall
semantic alignment. This ability comes from the user corpora analyzed here using a common
language, which was not possible for Thompson et al. (2020) given the cross-language goals
of that study, and the stable training procedure offered by the distributional framework used
here. It was found that the direct semantic alignment measure offered considerably higher
correlations to a variety of psycholinguistic variables, such as word concreteness, suggesting
that it is capturing meaning variability better than indirect semantic alignment. This is an
unsurprising finding as the direct measure is capturing the totality of a word’s representation,
while the indirect measure is only capturing a limited subset of the space of a word’s meaning.

Direct semantic alignment was found to offer a moderate correlation to concreteness (Brys-
baert et al., 2014) and body−object interaction ratings (Pexman et al., 2019), suggesting that
words that are more perceptually grounded are used more consistently across individuals.
This finding differs from that of Thompson et al. (2020), who did not find a relationship
between concreteness and semantic alignment in their across language analysis. This differ-
ence between results suggests that there may be differential impacts on the perceptual environ-
ment on within versus across language word meanings, where within a language perceptual
information is used to coordinate word meanings compared to across languages. This could
potentially be due to differences in the physical referents of words across cultures. However,
there are considerable variations across these two studies that make any definitive conclusion
difficult to make. For instance, there were significantly more word types examined here as
compared to Thompson et al. (2020), due to the limitation in the number of words that can be
compared across languages. This increased sample size enabled a more complete examination
into word relativity and perceptual groundedness.

The positive correlation between direct semantic alignment and word concreteness and
body−object interaction ratings is an important one as it suggests that words that are more
perceptually grounded are more likely to have a common internal representation across
individuals. This entails that the physical environment may be less variable than the linguistic
environment, implying that the physical referents of words may have consistent levels of
exposure across individuals. Developing semantic alignment measures from distributional
models that integrate perceptual and grounded information into their representations, a
current trend in distributional semantics in cognitive modeling and machine learning (e.g.,
Bruni, Tran, & Baroni, 2014; De Deyne, Navarro, Collell, & Perfors, 2021; Johns & Jones,
2012; Lazaridou, Marelli, & Baroni, 2017), could potentially provide a better ability to
determine the contribution of the perceptual environment to word meaning relativity.

The other psycholinguistic variable that semantic alignment was correlated to is the seman-
tic diversity measure of Hoffman, Ralph, & Rogers (2013). This metric measures the vari-
ability of the meaning of contexts that a word appears in. The finding that this variable is
related to semantic alignment suggests that words that are more promiscuous in their context-
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to-context usage have less agreement across individual language users. This means that they
have a greater degree of acceptability in terms of how these words can be used across different
contexts and by different users. Direct semantic alignment also has a significant correlation
to the contextual diversity variables from Johns (2021a), which is a count of the number of
different contexts that a word occurs in normalized by the semantic diversity of those con-
texts, reinforcing this finding. This finding suggests that contextual variability in word usage
impacts the semantic representation that people derive from those words and may lead to
different people acquiring different semantic representations if they are biased toward expe-
riencing those words within certain context types.

A unique advantage of using Reddit to drive distributional models is that there are a number
of available metadata for each comment produced on the forum, which is what enabled the
construction of individual user corpora in the first place. An additional type of data that can
be extracted for each comment is the discourse (subreddits) that the comment was produced
in. This information enabled an examination into the impact of user similarity. User similarity
was computed by constructing a vector of the number of times each user commented across
different subreddits and taking the similarity between each user’s corresponding vector. There
was a strong connection found between user similarity and the average semantic alignment of
users, suggesting that users who tend to communicate in the same discourses also have more
aligned word meanings. The impact of user similarity on word relativity suggests social and
communicative pressures on word meanings: as people need to communicate with the same
groups of individuals, the usage of words that they employ becomes more similar. That is,
words are communicative tools (see Nagy & Townsend, 2012) that have specific uses across
different contexts.

To examine within user semantic alignment, each user corpus was split in half temporally,
and then the direct semantic alignment of words between the two halves was calculated. It was
found that the within user semantic alignment measures were significantly greater than the
across individual alignment values, signaling that individual language users are much more
aligned with themselves than others, a comforting result and one that has been previously
detailed at a different level of analysis (Johns & Jamieson, 2018; Johns et al., 2020). However,
word meanings were still not completely aligned, as there was significant variability across
words, suggesting that there is still fluidity in word meanings within an individual. Within user
semantic alignment was found to be more connected to the above outlined psycholinguistic
variables than across user alignment, suggesting that these variables exert more influence on
the consistency of an individual’s usage of language.

To examine within user semantic alignment more closely, the discourses that users tend to
communicate within were examined. Specifically, a subset of users who communicate in a
single discourse a large portion of the time (users who communicated between 35% and 65%
in a single discourse) were identified. Within discourse semantic alignment and across dis-
course semantic alignment were calculated from this subset of users. It was found that within
discourse semantic alignment was significantly greater than across discourse semantic align-
ment, signaling that the users are changing their language patterns based upon the discourse
that they are communicating within. This suggests that word meanings are dependent on who
one is communicating with and within which discourse. There are several possible reasons
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for this pattern—for example, it may be related to topic expertise, where some of the users are
experts in certain technical fields. It could also be an adaptation effect, where communication
patterns become standardized based upon repeated interactions within the same context and
with similar sets of people. Future research involving a more targeted examination of user
comments may provide more evidence about the possible reasons for this finding.

The final set of simulations examined the impact of syntactic and semantic category on
semantic alignment. As was found in Thompson et al. (2020), there was natural variation
found across both of these categories. For syntactic categories, it was found that nouns (and
modifiers of nouns) are more aligned than verbs (and modifiers of verbs), which is likely
related to concreteness. However, distributional models are not typically tested on verbs
(Qiu & Johns, 2020), and thus it may be the case that this model type is not as adept at
constructing the meaning of these words compared to nouns, which may make this result
difficult to interpret. For semantic categories, the semantic alignment of the categories from
the Van Overschelde et al. (2004) was used. It was found that there was also natural variation
in the alignment across different categories. Intriguingly, it was found that category member
prototypicality had a strong correlation to semantic alignment, indicating that words that are
more common members of a category are used more consistently across individuals. This
suggests that the linguistic environment may be more stable for highly prototypical category
exemplars, leading to more shared experience across people.

Overall, this study suggests that there are considerable amounts of relativity in word mean-
ings across individuals within a single language. This fluidity is likely the result of the dif-
ferential experience that different individuals have with language. We all experience different
language statistics, leading to different representations being formed from that experience.
Additionally, this experience is crouched within higher-order properties of linguistic con-
text, including communicative and social aspects of language usage. That is, word meanings
seem to be context-dependent, with the context being multidimensional. The end result of
this differential experience with the linguistic world that different people have is that the
word meanings derived from different user corpora contain significantly different representa-
tions. Importantly, these differences are partly explained by other factors of language, such as
concreteness, semantic diversity, and social aspects of language usage, such as the discourses
one communicates within. This demonstrates that the semantic alignment values derived here
are grounded in well-studied psycholinguistic variables. An important goal for future research
is to determine the various other components of the relativity of word meanings.

The work of Thompson et al. (2020) provided the methodological and theoretical inspira-
tion for the research reported here. This study used a distributional model to determine the
relativity of word meanings across 41 languages and found that there was relatively little
alignment across the languages, with the exception of a few semantic categories. Addition-
ally, they found that the amount of alignment of two languages was related to the cultural
similarities of where those languages are used, suggesting an experiential basis to differ-
ences in the lexical semantic system of different peoples. The theoretical aims of Thompson
et al. were to examinate universalists (which claims a common set of meanings should occur
across cultures; Gleitman & Fisher, 2005; Li & Gleitman, 2002; Pinker, 1994) versus relative
(which claims that experience drives meaning and thus should differ across cultures; Lupyan,
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2016; Lupyan & Dale, 2016) perspectives on lexical semantics. The results of Thompson
et al. pointed toward a relative view of word meanings. The results reported here validate and
extend this work by demonstrating that word meaning relativity extends to within a single
language, as it showed that different individuals can differ significantly in the word meanings
that they have acquired.

The finding of significant levels of relativity in word meanings across individuals has wide-
ranging implications (see Andrews, 2012 for an early discussion of these issues in relation to
word recognition) for theories of memory and language. In terms of computational models of
cognition, it suggests future directions for how to account for variability in memory and lan-
guage performance. Standard practice in cognitive modeling (e.g., Lewandowsky & Farrell,
2010) is to account for changes in the behavior of participants under different experimental
conditions by manipulating the parameters of the model (e.g., decision criterion, encoding
probability, drift rate, etc…), with a variety of optimization procedures being developed to
fit these parameters (Shiffrin, 2010; Shiffrin et al., 2008). The existence of significant differ-
ences in the semantic memory of individuals within a population of language users suggests
that it is likely possible to account for variability in behavior by assuming variability in the
representation of words that the models utilize to simulate behavior, a possibility previously
explored by Johns et al. (2019). However, this requires for a model to have integrated rep-
resentation and processing assumptions. A current trend in cognitive modeling is to use a
distributional model as the representation for a processing model (e.g., Hills, Jones, & Todd,
2012; Johns, Jones, & Mewhort, 2012, 2019; Mewhort, Shabahang, & Franklin, 2018; Osth,
Shabahang, Mewhort, & Heathcote, 2020; see Johns et al., 2023 for a recent review) which
would allow for the variability of representations to be included in the model’s assumptions.

For the development of future distributional models, the work here presents a challenge.
Namely, it suggests that not only do individuals have different knowledge bases due to dif-
ferential experience with language, but it is also possible that the same individual can shift
the type of meaning that they use depending on communicative context (i.e., the representa-
tion that they utilize to comprehend language is context-dependent). However, more research
needs to be done on the latter point, utilizing much finer-grained controls than was utilized
here.

Most distributional models are centralized (or prototype) models, which means that they
construct a singular representation of word meaning, learned across contexts (Jamieson,
Avery, Johns, & Jones, 2018). A different model type, employed widely across cognitive
psychology, are instance-based models (for a recent review, see Jamieson et al., 2022).
Multiple instance-based distributional models have been proposed (e.g., Kwantes, 2005;
Jamieson et al., 2018; Johns & Jones, 2015; Johns, Jamieson, Crump, Jones, & Mewhort,
2020; see Jones, 2019 for a thorough discussion of these approaches). This distributional
model type stores each experience with language that the model has in a separate location in
memory and uses retrieval operations on the fly to construct representations of word meaning.
Importantly, the representations that the model produces can be sensitive to context, given
that this type of information can be integrated into the retrieval operation used to retrieve
traces from memory, for example, by integrating discourse-based information into the traces
that are stored in memory. This would provide the model with flexibility in terms of the
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meaning that it retrieves from memory, resulting in different meanings being retrieved in
response to different discourses. Other frameworks, such as neural embedding models (e.g.,
Mikolov et al., 2013), could provide a similar mechanism by having a separate input layer
that signals the discourse one is currently processing. The best way to account for word
relativity in distributional models is an important topic for future research.

The goal of this article was to determine the semantic alignment of words across individ-
uals and determine the lexical factors that influence word meaning alignment. However, one
aspect that was not explored here was alignment at different levels of analysis. For example,
when examining within user alignment, it was found that users were more aligned when
communicating within a single discourse as compared to across discourses. However, the
impact of the content of the discourse was not included in examining the alignment values.
One could analyze user-discourse alignment by computing word representations for both
individuals (as was done here) and discourses, to determine how the semantic construction of
a discourse modulates an individual’s usage of language. Additionally, this type of analysis
could be used to explore the dynamics of individual language change, as one could examine
how a user adapts their language usage to the communicative requirements of individual
discourses across time. This type of analysis is beyond the scope of the current article but is
an important area of future research.

A related issue with the work presented here is that the comments that the analyzed users
produced were self-selected in terms of the discourses that they communicated within. That
is, each user has their own interests (e.g., sports, politics, computer programming, etc…) and
so the lack of relativity across users may simply be due to the differences in the discourses
that users choose to communicate in. This was found to be somewhat true given the results of
Fig. 14, where it was found that as the similarity between two users’ discourse communication
pattern increased, so did their semantic alignment. However, it is worth noting that even at
the highest level of user−user discourse similarity, the alignment values were still dwarfed
by the average within user alignment values, which means that users with similar discourse
communication patterns are not at the ceiling of possible alignment values. Additionally, the
correlation between user semantic alignment and discourse similarity was only moderate.
This suggests that the communicative discourses that users communicate within have a clear
impact on how they use language, there are still considerable differences in the alignment of
users even with highly similar preferences for where those users choose to communicate.

Given the clearly exploratory and uncontrolled nature of this research, it is difficult to get a
very definite answer on this question, which is quite fundamental—that is, does communica-
tive discourse or individual perspective/experience dictate the malleability of language? The
underlying theoretical position that this article takes is more influenced by the latter notion
(see Johns et al., 2023), but multiple simulations in this article point to the general impor-
tance of discourse in the differences in word meanings across users. This argument reflects
similar work in lexical organization that has compared individual user and discourse lexical
statistics in accounting for word recognition data, where it has been found that user-based
information seems to provide a better accounting than discourse information in general anal-
yses (Johns, 2021a) but that finding is sensitive to task and participant population (Johns,
2022; Johns, Taler, & Jones, 2022). Tackling this question in a more controlled fashion is an
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important topic for future research; however, the utilization of large-scale communication pat-
terns along with metadata that provides information about communicative context provides a
promising starting point for this kind of research.

A methodological concern about the finding of meaning relativity across individuals is
related to individual differences and replication issues in empirical data collection, currently
a major focus in the psychological sciences (e.g., Shrout & Rodgers, 2018). If there are sig-
nificant levels of variability in word meanings across individuals, and an experiment’s design
is reliant on the selection of specific words as stimuli, it follows that relativity could impact a
study’s ability to replicate and/or find consistent results.

A good example of the impact of individual differences on lexical semantic processing is
given by the Semantic Priming Project (Hutchison et al., 2013), which was a mega study
designed to examine semantic priming across a large number of participants collected at a
variety of laboratories across the United States. This study found a variety of individual differ-
ences and reliability issues across stimuli (Yap, Hutchison, & Tan, 2016), replicating previous
findings about variability in semantic priming (Stolz, Besner, & Carr, 2005), and established
across a reanalysis of a number of different semantic priming experiments (Heyman, Bruninx,
Hutchison, & Storms, 2018). Given that semantic priming effects rely upon the association
strength of words (Hutchison, 2003), and association is likely to be at least partly determined
through environmental occurrence patterns of words, word relativity is likely related to issues
of reliability and replication in this literature. Indeed, Aujla (2021) recently demonstrated that
individual experience with language predicts levels of semantic priming.

To gain a more concrete understanding of the impact of individual experience on replication
in lexical semantics, consider mediated semantic priming. In mediated priming, the associa-
tion between the target and prime (e.g., turtle-slow) is through a mediated word (e.g., fast).
Mediated priming is often a subtle finding, with relatively low effect sizes leading to reli-
able effects only being found under certain experimental conditions (Balota & Lorch, 1986;
McNamara & Altarriba, 1988). Many process models have been proposed of this finding (e.g.,
Balota & Lorch, 1986; Jones, 2010; McKoon & Ratcliff, 1992), and it has also been explained
with distributional models (Jones, Kintsch, & Mewhort, 2006), but here it will be used as an
example of a finding that is relatively delicate in order to see what impact individual variabil-
ity in lexical semantics could be playing in explaining such empirical results.

In Balota and Lorch (1986), a set of 48 target words with related (strong associates) and
mediated primes was assembled. These pairs will be used to run a Monte Carlo analysis to
determine the impact of individual variability on finding a significant effect in a mediated
priming experiment. Only the mediated primes will be analyzed here, as the related primes
were found to be universally connected to the target across the user corpora, so there is a
lack of interesting behavior across the user models to analyze for these primes. Due to the
relatively limited scale of the cosine values from the model used here, the priming effect was
calculated as a percent increase over the cosine of unrelated words, with unrelated words
here being a randomly selected mediated prime of a different target word. Across the 500
user corpora, an average cosine increase of 28% from the mediated primes over the unrelated
primes was found, a significant increase [t(499) = 8.693, p<.001].
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Fig. 21. Results of a Monte Carlo simulation predicting whether a mediated priming effect was found depending
on how many user corpora were included in calculating the amount of priming.

However, the key question is what happens to model performance when only a sample
of the users were used to calculate average priming. To accomplish this, groups of 10−100
users, in steps of 10, were selected randomly. Then, the average priming level across the
group was calculated and tested for significance with a one-sample t-test to determine if
the group achieved a significant level of semantic priming (i.e., a significant increase over
0% priming). A relatively conservative alpha of .01 was used to test significance to ensure
that the effect was strong. For each group size, 10,000 random samples were conducted and
the average probability of finding a significant level of priming was calculated. The results
are displayed in Fig. 21, which shows that at a small number of samples, the probability of
finding a significant priming effect was relatively low (e.g., only 36% of the time when a
sample of 30 users was used). This probability increased considerably with larger samples
(e.g., 95% of the time with a sample of 100), but finding an effect was still not ensured.

The simulation contained in Fig. 21 demonstrates the potential impact of word relatively
on empirical data collection in psycholinguistics, as it suggests that word-level variability in
meaning across individuals could impact finding a significant result just due to the stimuli that
were selected, not necessarily because of the experimental design or underlying theoretical
construct. The semantic alignment values reported in this article could aid in the construction
of more stable stimuli, through the selection of words that are high in semantic alignment
across individuals. They could also serve as a potential tool to integrate stimuli selection in
determining the statistical power of an experiment, by providing a measure that predicts how
much variability should be seen for the selected stimuli in a given experiment.

The results of this article, as well as other recent studies utilizing social media to exam-
ine different aspects of cognition (e.g., Herdağdelen & Marelli, 2017; Johns, 2019, 2021a,
2021b; Otto, Devine, Schulz, Bornstein, & Louie, 2022; Otto & Eichstaedt, 2018), suggest
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that social media resources provide a testbed to evaluate the impact of different aspects of
the language environment on cognitive processes. The impact of the widespread use of social
media has been popular in other areas of psychology, such as clinical and social psychology
(see Appel, Marker, & Gnambs, 2020 for a review), but also provides unique opportunities for
the cognitive and language sciences. One unique aspect of these materials is that they allow
for metadata, such as who produced a piece of language and in what discourse it was produced
in, to be extracted. This provides information about the surrounding social and communica-
tive environment that language was produced in, which in turn allows for unique analyses
on the impact of the social environment on language and memory processes to be tested (see
Johns, 2021a, 2022; Johns & Jones, 2022). Additionally, given the increasing importance of
the online world to everyday life, it will also be important to understand how the pattern
of linguistic information on social media differs from other, more traditional, information
sources.

Even though using social media as a text source for cognitive modeling has some positives,
there are some issues with the materials used here. All corpora have their drawbacks—for
example, it is unclear if Wikipedia articles accurately account for cultural knowledge, or
if movie and television subtitles accurately described how individuals communicate, even
though they have been used as such across multiple studies. Using Reddit as a language source
has similar issues. One major drawback is that Reddit users are likely not representative of
the general population, as the average Reddit user tends to be young, male, white, American,
and more educated than the population at large (Barthel, Stocking, Holcomb, & Mitchell,
2016). An additional issue is that discussions on an internet forum are less naturalistic than
communications that take place during everyday life, as the discussions that take place on the
site are prompted by the discourse one is communicating in.

However, there are corresponding advantages to using Reddit as a datasource in terms of
ecological validity (at least compared to other linguistic corpora), as many of the topics dis-
cussed on the site map onto an individual’s everyday experiences, ranging from occupation-
ally organized discussions (e.g., r/Plumbing, r/ComputerEngineering, r/InvestmentBanking/,
etc…), entertainment and sports (e.g., r/Hockey, r/Television, r/GameBoy, etc…), or house-
hold activities (e.g., r/Cleaning, r/InteriorDesign, r/Cooking, etc…). Additionally, given the
massive number of comments that each individual studied here has produced on the site, it can
be assumed that a large part of their everyday life involves communicating on Reddit. Finally,
at the moment there are few alternatives to obtaining massive samples of a single individual’s
language usage that can be used to examine word relativity.

The determination of large-scale relativity in word meanings across language users demon-
strates, along with the results of Thompson et al. (2020), the usefulness of distributional mod-
els (and experiential accounts of cognition in general) in examining historically important
problems in the cognitive and language sciences. Individual experience is inherently variable,
and this variability has necessary consequences on the meanings that people derive from the
environment that they occupy. Understanding the nature of this experiential variability, and
its impact on human behavior, should be a central focus for computational accounts of lexical
semantics in the future.
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Notes

1 The API documentation can be found at: https://www.reddit.com/dev/api/; however, this
API has recently been closed to the public.

2 The diagonal half of the matrix calculated with n2−n
2 , where n is the number of columns

in the matrix.
3 Thompson, Roberts, and Lupyan (2020) analyzed 1010 words, which were words that

had translations across the various languages that were available. Given that this article is
only analyzing English, there is no necessary limitation on the number of words, outside
of their availability in the user corpora, that could be examined.

4 One might expect semantic alignment and concreteness to be correlated as words that
have more concrete referents should not differ as much across people and cultures com-
pared to more abstract words, given a relatively consistent perceptual world.
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