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Abstract
Recent research within the computational social sciences has shown that when computational models of lexical semantics are
trained on standard natural-language corpora, they embodymany of the implicit biases that are seen in human behavior (Caliskan,
Bryson, & Narayanan, 2017). In the present study, we aimed to build on this work and demonstrate that there is a large and
systematic bias in the use of personal names in the natural-language environment, such that male names are much more prevalent
than female names. This bias holds over an analysis of billions of words of text, subcategorized into different genres within fiction
novels, nonfiction books, and subtitles from television and film. Additionally, we showed that this bias holds across time, with
more recent work displaying the same patterns as work published tens or hundreds of years previously. Finally, we showed that
the main cause of the bias comes from male authors perpetuating the bias toward male names, with female authors showing a
much smaller bias. This work demonstrates the potential of big-data analyses to shed light on large-scale trends in human
behavior and to elucidate their causes.
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Cognitive models of lexical organization and lexical seman-
tics point to the structure of the natural-language environment
as being the main organizer of these systems (e.g., Brysbaert,
Mandera, & Keuleers, 2018; Jones, Dye, & Johns, 2017;
Landauer & Dumais, 1997). The implication of these models
is that the structure and content of the language that people
experience directly impacts their knowledge and lexical-
processing systems. Thus, if human experience with natural
language is biased in systematic ways, there will be a corre-
sponding effect on the human language and memory systems.

Indeed, recent research using advanced computational
methods has demonstrated that the natural-language environ-
ment embodies many of the implicit biases that are seen in
human behavior (Caliskan, Bryson, & Narayanan, 2017). As
the basis of this study, the researchers derived word meaning
representations from a distributional model of semantics, a

class of model that learns the meaning of words from large
natural-language corpora (see Jones, Willits, & Dennis, 2015,
for a review). Using stimuli similar to those in the implicit
association test (IAT; Greenwald, McGhee, & Schwartz,
1998), a standard measure of the automatic associations that
people have between concepts (such as gender or race),
Caliskan et al. showed that many of the implicit biases that
people have were also encoded within their model’s represen-
tations. The results of this study suggest that one cause of
implicit bias in human behavior comes from the content of
the language that people experience.

One of the biases explored by Caliskan et al. (2017) was
gender bias, which was examined through the associations
that the model formed to male versus female personal names.
Gender biases are common in many aspects of modern life.
For example, males receive higher wages (Kilbourne,
England, Farkas, Beron, & Weir, 1994), receive more support
as students (Steele, 1997), and receive higher peer-reviewed
scores on academic applications (Wennerås &Wold, 1997), to
name just a few common differences. The accumulation of
such biases likely results in a myriad of prejudices against
females, leading to, for instance, the lack of female advance-
ment in academia (Barres, 2006).

Although Caliskan et al. (2017) focused on the meaning
and valence associated with personal names, here we will
focus on the word frequencies of male versus female names.
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Word frequency has ubiquitous effects on the human language
and memory systems, with high-frequency words being re-
trieved more easily and identified faster (Forster &
Chambers, 1973; Morton, 1969; Scarborough, Cortese, &
Scarborough, 1977) and recalled at a greater rate (Gregg,
1976), and with word frequency being a main information
source used in decision making (Tversky & Kahneman,
1973). Frequency and related derived variables are central to
modern theories of lexical organization (e.g., Adelman,
Brown, & Quesada, 2006; Brysbaert et al., 2018; Jones
et al., 2017; Jones, Johns, & Recchia, 2012). Thus, systematic
discrepancies in frequency distributions could have consider-
able consequences for the lexical organization of words—in
the case of this study, personal names.

However, to determine whether there is a bias in the
natural-language environment for personal names, it is first
necessary to determine what the actual prevalences of those
names are in the real world. Luckily, the Social Security
Administration of the US government recently released a da-
tabase of personal names from 1880 onward (this data source
will subsequently be referred to as the SSA data).1 This data-
base has a total of approximately 330 million names, orga-
nized by date of birth, frequency, and gender.

The SSA dataset provides a unique opportunity for the
study of natural language. The assumption of lexical organi-
zation and lexical semantic models is that language provides
an accurate snapshot of the overall environment that humans
are embedded in. For example, one theory put forth to explain
the importance of contextual information in lexical organiza-
tion is the principle of Blikely need^ (Adelman et al., 2006;
Anderson & Schooler, 1991; for a review, see Jones et al.,
2017). In terms of lexical organization, the principle of likely
need states that a word that has been experienced in many
contexts during learning is more likely to be needed in un-
known future contexts; hence, it should be more accessible in
the lexicon (when compared to a word that has been experi-
enced in fewer contexts). However, if a word’s (e.g., a person-
al name’s) occurrence pattern is not actually diagnostic of that
word’s referent’s (e.g., a person’s) probability of occurrence in
the world, this would lead to an inefficient and poorly orga-
nized lexical system for that class of words. The SSA data
allow for a determination as to whether the natural-language
environment systematically deviates from the structure of
real-world demographics, by assessing whether linguistic cor-
pora have a similar distributional structure for personal names.

The overarching goal of this article was to determine
whether there is a systematic bias away from female names
in the natural-language environment, exposing an additional
source of gender bias. This analysis was done over billions of
words of text, subcategorized into different genres within

fiction and nonfiction books and subtitles from television
and film. Additionally, a subset of these text sources were
categorized by time of publication and author gender, to de-
termine whether author characteristics influence the usage of
personal names.

Method

Materials

Three text sources were used in this study: (1) nonfiction
books, (2) fiction books, and (3) subtitles from films and tele-
vision shows. These different text sources were categorized by
their source genre. There were ten genres of fiction books,
eight genres of nonfiction books, and six genres of subtitles.
The reason why the lexical sources were split by genre was to
ensure that any biases found were consistent across the lan-
guage materials, and not due to the composition of a particular
genre.

The nonfiction book collection was composed of textbooks
or common writings from six academic fields (history,
psychology, chemistry, physics, classics, and political
science). This book collection was sorted using the cataloging
system from the library at the University at Buffalo, and the
books were transformed from ebooks to a machine-readable
format. The other two genres analyzed were travel guides and
how-to (reference) books.

There were six genres of subtitles (drama, action, comedy,
crime, family, and documentary/reality). The subtitles of tele-
vision shows and films were sorted as to their genre using the
Internet Movie Database (IMDB) website.

The largest group of texts tested here was fiction books,
which were sorted into ten genres (literature, historical
fiction, romance, fantasy, science fiction, thriller, young adult,
crime, horror, and mystery). This book set was organized by
author. To attain genre information for the fiction books, the
dominant genre that an author wrote in was recorded by using
the most frequent tag on the book review website Goodreads
and online retailer Amazon. The books written by that author
were then labeled as having being written in that genre.
Although this is less precise than in author studies examining
the impact of genre on writing (see Johns & Jamieson, 2018),
tagging each book by its genre was infeasible for such a large
collection.

The fiction book set is described in Table 1 and was pro-
duced by 3,208 authors. To understand the effect of author
characteristics on personal name usage, the following infor-
mation about the different authors was assembled: (1) author
gender, (2) date of birth, and (3) place of birth. This informa-
tion was collected by labeling each author with publicly avail-
able information from Goodreads, Amazon, or the online en-
cyclopedia Wikipedia. This information was collected

1 The data can be accessed at https://catalog.data.gov/dataset/baby-names-
from-social-security-card-applications-national-level-data.
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manually for each author from these sources, and author gen-
der, date of birth, and place of birth were recorded by
assessing biographical information from the above-described
websites. Author gender and place of birth were recorded for
all authors, whereas date of birth was only available for 2,090
authors. The collection of author gender information allowed
for determining whether there was a difference in the use of
personal names across male and female authors. Date-of-birth
information provided knowledge about whether the bias to-
ward male name usage is a historical phenomenon or is still
prevalent in modern authors. Place-of-birth information
allowed for determining whether a bias toward male names
is isolated to a certain geographical location.

The characteristics of these language sources are contained
in Table 1. The table shows that this analysis was done over a
substantial amount and unique range of natural language, to-
taling over 2.5 billion words of text. More than 55 million of
these words are personal names, signaling that personal names
are a relatively frequent part of natural language, and hence
should be targets for corpus-based analyses.

SSA data

As we stated previously, the SSA name data provide an oppor-
tunity to determine whether natural language is biased for per-
sonal names, by assessing whether personal names in natural
language have a different distributional structure than the demo-
graphic information contained in the SSA data. The SSA data
provide a benchmark that the frequency distributions derived

from the various corpora can be compared to, enabling an ex-
amination of whether the natural-language environment deviates
from real-world frequencies in terms of personal name usage.

The first step to analyzing these data was to remove any
names that overlapped with other words. This was done by
using a list of words that had proper names identified.
Specifically, we used the word list from the English Lexicon
Project (Balota et al., 2007), which includes mostly common
nouns, but also proper nouns (e.g., Abe and Aaron). In total,
the word list from the ELP contains 40,482 words. If a name
was found to contain an analogue common noun in the ELP
(e.g., will, may, . . .), it was removed from the analysis, so that
these words would not bias the resulting counts.

Additionally, only names that had 250 or more references in
the SSA data were used in the analysis, to ensure that a name had
an actual correspondence within the social environment.

Some names are used by both males and females (e.g.,
Taylor). If a word had 1,000 or more occurrences in one gender
than in the other, then it was added to that gender’s name list. If
there was a difference of less than 1,000 in the male and female
counts for a name, then that name was removed from the
analysis.

After removing these names from the database, this left
14,053 female names with a total of 153,705,534 occurrences
in the SSA dataset, as well as 6,995 male names with a total of
157,841,547 occurrences. That is, there were considerably
more female names (a trend documented elsewhere; e.g.,
Dye, Johns, Jones, & Ramscar, 2016), but with a relatively
equal number of occurrences within the SSA dataset, as

Table 1 Characteristics of language sources across genres

Type Genre # of Sources Words per Source Total # of Words

Fiction Fantasy 2,231 98,972 220,806,532
Historical fiction 1,312 108,995 143,001,440
Mystery 2,505 72,928 182,684,640
Romance 5,004 74,835 374,474,340
Thriller 1,245 99,249 123,565,005
Young adult 2,785 40,066 111,586,014
Crime 643 73,841 47,479,763
Literature 2,740 88,729 243,117,460
Horror 728 86,202 62,755,056
Science fiction 5,336 75,225 401,400,600
Total/average 24,529 81,904 1,910,870,850

Nonfiction Chemistry 479 97,628.88 46,764,234
Politics 101 101,346.72 10,236,019
How-to 714 115,847.23 82,714,919
Philosophy 656 103,721.11 68,041,051
Psychology 338 144,160.99 48,726,415
Travel 553 145,320.08 80,362,002
History 475 186,386.41 88,533,544
General nonfiction 2,100 96,049.54 201,752,069
Total/average 5,596 123,238.57 648,493,757

Subtitle Crime 2,000 1,515.88 3,031,768
Drama 2,000 1,656.18 3,312,363
Comedy 2,000 1,030.48 2,060,896
Family 2,000 994.84 1,989,673
Action 2,000 1,283.65 2,567,306
Adventure 2,000 1,150.75 2,301,489
Documentary/reality 1,000 1,664.84 1,664,839
Total/average 13,000 1,328.09 16,928,334
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compared to males (i.e., 50.6% of all occurrences from the
assembled names are male).

Visualization technique

Zipf (1935) scales were used to visualize the frequency distri-
bution of female and male names, a standard way of examining
frequency distributions within quantitative linguistics (see Ferrer
i Cancho & Solé, 2003; Piantadosi, 2014; Zipf, 1949). A Zipf
scale is a log–log scale, where the x-axis corresponds to the log
of the rank of that word’s frequency within the total distribution,
and the y-axis corresponds to the log of a word’s total frequency.
Typically, there is a linear relationship between log word fre-
quency and log rank word frequency. However, this would not
necessarily be the case with names, for reasons to do with the
contextual dependency of names described below.

Figure 1 contains the Zipf scale of personal names from the
SSA dataset, split by gender. This figure shows a greater num-
ber of high-frequency male names (e.g., James, John, Robert,
and Michael are all more frequent than the highest-frequency
female name, Mary), but with female names having a longer
tail of low-frequency names. This pattern of occurrence allows
for a determination of whether there is a deviation in personal
name usage in natural language. If the frequency distributions
derived for personal names from the various text corpora re-
sembled the pattern seen in the SSA data, there would be no
bias, and it could be concluded that natural language provides
an accurate view of the distribution of personal names in the
real world. However, if there were a systematic deviation

across the text sources, it would provide evidence of a bias
within natural language for personal name usage.

To visualize the frequency distributions of male and female
names from the various corpora, all of the names from the SSA
data were assembled. For each name from this dataset, the fre-
quency of that name within each text source was computed,
separated by gender. The male and female distributions were
then ranked and transformed with a logarithm and plotted on a
log–log scale. The goal of using this visualization technique is to
allow for an examination of the distributional structure of male
and female personal names from the various corpora and to
determine whether the distributions built from the corpora accu-
rately reflect the patterns seen in the SSA data.

However, Piantadosi (2014) pointed out that the standard
method of plotting word frequency distributions, described
above, is flawed, because both the frequency of a word and
its corresponding rank are calculated within the same corpus.
Piantadosi demonstrated that this method results in spurious
regularity that is not actually contained in the frequency dis-
tribution. To overcome this problem, Piantadosi suggested
splitting a corpus in two and calculating the overall word
frequency from one half, and the rank of words from the other
half. This method will be used here to visualize the word
frequency distributions attained from the various corpora,
and will be referred to as the split-corpus method.

One limitation of the split-corpus method for the purposes
of this article is that names are likely to be more contextually
dependent than other word classes. For example, if the main
character of book x is Jennifer, this does not mean that the

Fig. 1 Zipf scale of personal name frequencies from the SSA data. This figure shows that high-frequency male names are much more frequent than high-
frequency female names, but that female names have a longer, low-frequency tail
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main character of book x + 1 will also be Jennifer. Thus, if a
concatenated corpus of books is simply split in half, the
resulting correlation between rank and frequency will likely
be underestimated. To overcome this problem, a corpus will
instead be split at the sentence level, with each even-numbered
sentence updating overall frequency, and each odd-numbered
sentence updating rank frequency. Using this method allows
for the contextual dependency of names to be included in the
counts, since splitting a corpus at the sentence level does not
eliminate the contextual dependency of names.

Results

We performed five analyses in all. The first three analyses ex-
amined personal name usage across the different types of texts
described in Table 1 (nonfiction books, subtitles, and fiction
books). The goal of these analyses was to determine whether
there is a consistent bias in the frequency distributions of person-
al names across the different text sources. In the fourth analysis,
we examined how author characteristics impact the usage of
female and male personal names. The final analysis contrasted
a word frequency count with a contextual diversity count (e.g.,
Adelman et al., 2006) when examining personal name usage.

Nonfiction books

Each of the eight genres of nonfiction books will be visualized
separately, to ensure that each individual genre shows roughly
the same pattern of occurrence. Additionally, all the individual
genre corpora will be collapsed into a single Zipf graph, to visu-
alize the total distribution of name usage in nonfiction books. To
produce the Zipf scales that correspond to the distributions of
personal names in the SSA data that are contained in Fig. 1, the
word frequencies of the names contained in the SSA data were
counted, for both male and female names, and plotted in Zipf
scales using the split-corpus method described previously.

Figure 2 contains the Zipf scales for the eight nonfiction
genres, whereas the top panel of Fig. 3 contains the collapsed
distribution across all eight genres. These figures show that for
most genres there is a large and systematic advantage for male
over female names. That is, at virtually every point along the
frequency distribution, male names are more frequent than fe-
male names.

Overall, approximately nine million personal names are
used in the nonfiction corpus, of which 61.2% are male.
This represents a large, and systematic, bias in this source of
language, such that female names are systematically underrep-
resented in word frequency, when compared to male names.

Fig. 2 Zipf scales of male and female name frequencies from the eight nonfiction genres
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Two of the genres, however—travel and how-to—show a
smaller bias, with only 52.8% and 53.4%, respectively, of
the names in these corpora being male. This suggests that
genre-specific characteristics impact name usage, which will
be analyzed further for the fiction genres.

This first result indicates that the natural-language environ-
ment in works of nonfiction does not provide an accurate
portrayal of personal name usage in the real world, especially
for more academically oriented texts. For the six academic
genres (history, philosophy, psychology, chemistry, physics,
and politics), this may be due to male researchers historically
being more prevalent in these fields, and thus being discussed
more often. A direct test of this reasoning will be given by
examining the distributions contained in subtitles and fiction
books, since these are not describing real people, but typically,
instead, fictional characters constructed to fill a role in a nar-
rative. If this bias is still found in these text sources, it would
suggest that there is a general bias in the natural-language
environment away from female names.

Subtitles

Figure 4 contains the Zipf scales for the six subtitle genres,
and the middle panel of Fig. 3 displays the collapsed scale

across all subtitle genres. This figure shows that the distribu-
tion of male and female names in the subtitle corpus replicates
the results from the nonfiction books, with male names being
muchmore frequent across every genre and at practically each
point along every distribution. Overall, approximately 1.1mil-
lion personal names are used in the subtitle texts, and approx-
imately 61.5% of these names are male. Given that five of
these genres are television shows or movies that feature fic-
tional characters, this invalidates the hypothesis that the
personal-name bias seen in the nonfiction books was due to
references to historically important figures, who may have
tended to be male. Instead, it seems that there is a general
preference for using male over female names when construct-
ing fictional characters. The results from the fiction novel
collection, by far the largest corpus here, would provide a
stronger test of this assumption.

Fiction novels

The Zipf scales for the ten fiction genres are contained in Fig.
5, and the bottom panel of Fig. 3 displays the collapsed scale
across all genres of fiction books. Figure 5 shows that seven of
the ten genres have the same pattern as the nonfiction books
and subtitles (with the exceptions being romance, young

Fig. 3 Collapsed Zipf graphs for the texts from the nonfiction book collection, the film and television subtitles, and the fiction book collection
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adult, and historical fiction novels), in which male names are
more prevalent than female names across the entire frequency
distribution. In this book collection, 58.9% of the names pro-
duced are male names. Again, the majority of the genres show
a systematic bias toward using male names, similar to the
nonfiction books and subtitles.

To sum up the findings of the analyses above, Fig. 6 con-
tains the proportions of male names used across the 24
subcorpora for the three types of texts. This figure shows that
for every genre of text, each one contains more male than
female names. Using a one-sample t test, we confirmed that
the proportions of male names used were significantly differ-
ent from .5 for nonfiction books [t(7) = 5.166, p = .001],
subtitles [t(5) = 5.67, p = .002], and fiction books [t(9) =
6.1, p < .001]. This confirms that there is a consistent, and
strong, bias toward using male names across the different
sources of language.

Author characteristics

Figures 5 and 6 show significant variability in the prominence
of male over female names across the fiction genres. For ex-
ample, three of the genres—romance, young adult, and his-
torical fiction novels—show a much smaller bias toward male

names than the other genres. Indeed, male names were used
only 52.6% of the time in romance novels, 53.6% in young
adult novels, and 55.9% in historical fiction novels, as com-
pared to 65.8% in thriller novels, 63.9% for science fiction
novels, and 67.2% for horror novels. We hypothesized that
author effects were likely at play to explain why there would
be such variability in male name usage across genres.

The effect of author gender on personal name production
was the first aspect of the data to be analyzed. Table 2 shows
the lexical characteristics of the male and female authors,
which shows that there are more female than male authors,
but that the male authors have produced slightly more books,
leading to the male corpus being larger than the female corpus.
However, the female corpus is still of considerable size,
consisting of more than 950 million words. Indeed, our sam-
ple likely has an overrepresentation of female authors, as re-
cent research has shown that in 1950 only 25% of fiction
books were written by female authors, down from 50% in
1850 (Underwood, Bamman, & Lee, 2018). The totals in
Table 2 are slightly higher than those in Table 1, because this
sample also includes nonfiction books from 374 of the fiction
authors (169 female and 205 male authors).

To examine personal name production by author gender,
Fig. 7 contains the Zipf scales for all the books produced by

Fig. 4 Zipf scales of male and female name frequencies from the six subtitle genres
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male authors (top panel) and all the books produced by female
authors (bottom panel). This figure shows that the bias toward
using male personal names is caused mainly by male authors,

who have a much greater usage of male names across the
frequency spectrum. Female authors still have a bias toward
male names, but it is much smaller, similar to the distributions

Fig. 6 Proportions of male names used across the 24 subcorpora. This figure shows that for all genres analyzed, a greater proportion of male names are
used

Fig. 5 Zipf scales of male and female name frequencies from the ten fiction genres. All genres except for the romance, historical fiction, and young adult
genres show the same bias toward male over female names that was seen in the nonfiction and subtitle corpora
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from the romance and young adult genres. Male authors pro-
duced approximately 21 million names, with 65.6% of these
names being male. Female authors produced over 23 million
names, of which only 52.9% were male names, demonstrating
a large gender discrepancy in the usage of personal names.
Given that the male corpus consists of almost 150 million
more words than the female corpus, this also demonstrates
that female authors tend to use personal names to a greater
degree in their writings.

The gender difference in personal name usage also explains
the lack of a major bias in the young adult, historical fiction,
and romance genres, as well as the greater percentage of male
names in the thriller, science fiction, and horror novels. For
the romance genre, 98.8% of the authors were female; for the
young adult books, 70.1% of the authors were female; and
64.8% of the authors of historical fiction novels were female.
Comparatively, 86.6% of the thriller, 78.7% of the science
fiction, and 88.3% of horror authors were male. To assess to
what degree the difference in personal name usage across the
different genres could be explained by the difference in author

gender, the proportion of male names used in a genre (data
contained in Fig. 6) was correlated with the proportion of male
authors in that genre. A rank correlation found a very strong
relationship between these variables, r(9) = .94, p < .001,
signaling that when a genre has a greater degree of male au-
thorship, there is a corresponding increase in the frequency of
male names. When a genre is mainly written by female au-
thors, there is a much more egalitarian use of male and female
names.

An additional aspect of the data that needs to be understood
is the extent to which the bias toward male names is a histor-
ical artifact, or whether it holds for modern authors as well. To
answer this question, the dates of birth of as many authors as
possible were recorded. As we previously stated, a total of
2,090 authors had a date of birth publicly available. To visu-
alize how personal name usage was changing as a function of
author date of birth, the proportion of male names used was
recorded for each individual author. This proportion was then
plotted against the author’s date of birth, split by the gender of
the author, in a scatterplot. The plot is contained in Fig. 8 and
shows that there has been very little change in the personal
name bias across time. That is, the proportions of male names
produced are stable across time for both male and female
authors, with the larger bias toward male names for male au-
thors holding across time. We observed no significant corre-
lation between author date of birth and the proportion of male
names used bymale authors [r(1, 239) = – .001, n.s.] or female

Table 2 Characteristics of language sources by author gender

Author Gender # of Authors # of Books # of Words

Female 1,696 13,022 983,793,277

Male 1,512 13,618 1,111,014,271

Fig. 7 Zipf scales from the writings of male and female authors. This figure shows that most of the bias toward male names is coming frommale authors,
with female authors showing a much smaller bias
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authors [r(851) = .015, n.s.]. Overall, this result indicates that
the preference for male names in written language has seen
very little change over the last 200 years, with modern authors
showing the same bias toward using male names as authors
born centuries earlier.

A question not yet addressed is whether an author’s country
of birth has an effect on the gender name bias seen in the above
analyses. Answering this question would assess whether there
are cultural differences in the usage of male versus female
names in English-speaking nations. In our sample, most of
the authors were from one of the following four countries:
(1) the United States, (2) the United Kingdom, (3) Canada,
and (4) Australia. The corpora were thus split for these four
countries, by male and female authors, to determine whether
the overall preference for male names is consistent across these
countries, and also that the lesser preference formale names for
female authors is also present. Table 3 contains the character-
istics of these corpora and shows that each of the four countries

has a sizeable representation in terms of corpus size. Authors
from countries other than the USA were not excluded previ-
ously because it is not clear how much the name distributions
of people in these countries would differ, since data equivalent
to the SSA data are not available for them.

The Zipf scales for male and female authors across the four
countries are shown in Fig. 9. The scales show a remarkable
consistency: Across all four countries, the male authors have a
large preference for male names, whereas female authors have
a much more equal usage of male and female personal names.
This demonstrates that the gender bias toward using male
personal names in the natural-language environment is not
isolated to one country, but is ubiquitous across multiple
English-speaking countries. Additionally, the finding that the
female authors have a smaller bias was also found to be con-
sistent across these countries. Overall, name usage across
these countries seems equivalent, with authors born in differ-
ent countries having roughly equivalent biases.

Fig. 8 Proportions of male names used by an author, as a function of the author’s date of birth. This figure shows that the usage of male names has not
changed across time for either male or female authors. The lines in the figure are linear trend lines

Table 3 Characteristics of language sources split by author gender and author place of birth

Author Place of Birth Author Gender # of Authors # of Books # of Words

USA Female 1,119 8,735 652,904,636

Male 879 8,632 679,389,049

UK Female 322 2,596 215,741,498

Male 416 3,575 289,495,440

Canada Female 69 448 29,414,707

Male 45 347 31,811,458

Australia Female 85 552 41,806,687

Male 51 313 22,063,006
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So far, the comparison between the prevalence of male and
female names has focused on the total number of tokens of
names, but not on the number of types. As we discussed in the
Method section, there are more female than male names in the
SSA data (see Dye et al., 2016), by a ratio of about 2:1 in the
sample of names used here. This can be seen in Fig. 1, where
the SSA data have a longer tail for female names. However,
this same tail is not seen in the various Zipf scales from the
text sources, suggesting that in the natural-language environ-
ment, the number of female name types is vastly underrepre-
sented. Figure 10 contains the ratios of female to male name
types in the subcorpora across the nonfiction, subtitle, and
fiction corpora. This figure shows that the various subcorpora
have mostly equal ratios of female and male types, which is
not reflected in the SSA data. This finding suggests that not
only are female names underrepresented in terms of overall
frequency, but also that many female names are not represent-
ed in the natural-language environment at all.

Word frequency vs. contextual diversity

So far, word frequency (WF) has been the only variable used
to examine the occurrence patterns of personal names. Recent
research in lexical organization has pointed to an alternative
form of counting word occurrences, namely contextual

diversity (CD), as providing an account of lexical behaviors
superior to that derived from word frequency counts
(Adelman et al., 2006; Brybaert & New, 2009; Johns,
Gruenenfelder, Pisoni, & Jones, 2012a; for a review, see
Jones et al., 2017). To calculate the CD of a word, repetitions
within a context are ignored. Thus, a CD count measures how
many different contexts a word occurs in, not the total number
of times that a word occurs. Context is defined differently
depending on the corpus, but it is typically assessed at the
paragraph or document level.

Here context will be considered at the book level. By
assessing CD at the book level for personal names, it provides
insight into how contextually dependent name usage is, an
issue we discussed in the Method section of this article. One
characteristic of CD is that it ignores the contribution of word
burstiness (see Altmann, Pierrehumbert, & Motter, 2009),
which is the finding that if a word occurs once, it is more
likely to be used many more times in that context. CD ignores
this phenomenon by only counting one occurrence. Names at
the book level are likely to look very bursty, since character
names likely differ significantly across books, leading to some
names only occurring in very few books, but they still could
have relatively high frequency values if the names are used
frequently in that small number of books. For example, if
Jennifer is the main character of three books but is not a

Fig. 9 Zipf scales of male and female name frequency for male and female authors across four countries of birth
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character in any other book, Jennifer would have a relatively
high WF but a low CD. Thus, it is possible that the frequency
differences seen so far between the usage of male and female
names were due to different contextual usages of names, with
male names being more bursty than female names but having
the same number of contextual usages.

To illustrate the contextual dependency of personal names,
consider Fig. 11. This figure contains the word frequencies of
the name Jennifer and the word adult for all books contained in
the author corpus. These words occur approximately equally,
with Jennifer having a total frequency of 36,862, whereas adult

has a frequency of 38,348. However, as Fig. 11 shows, the
distributions of occurrences are vastly different for these words;
adult occurs relatively equally across all books, whereas
Jennifer has bursts of high frequency in a smaller number of
books. This results in a large divergence in the CD counts of
these words: Jennifer occurred in only 2,026 books, whereas
adult occurred in 13,099 books. This demonstrates that a CD
count of names could offer a considerably different distribution
of personal name prevalence than a WF count does.

This possibility was tested by calculating CD values from
the book corpus split by gender, since this would allow for a

Fig. 10 Ratios of female to male name types for both the SSA data and the various subcorpora

Fig. 11 Example of the burstiness of personal names. The words Jennifer and adult occur approximately equal numbers of times in the author corpus, but
Jennifer has a much more contextually dependent usage, in that it occurs in bursts across books, as compared to the word adult
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determination of whether the author gender differences found
previously hold for a CD count as well as for a WF count. CD
values were calculated by only increasing a name’s count the
first time it occurred in a book, with repetitions of a name
within a book not increasing a name’s count.

To visualize the resulting distributions, Zipf graphs using
the split-corpus methodology were used. Unlike in the visual-
izations of WF we used previously, in which the corpora were
split at the sentence level to avoid contextual dependency of
name usage within books, for the CD visualizations, the cor-
pora were split at the book level.

Figure 12 contains the results of this analysis for the com-
bined male/female corpus (top panel), the male corpus (mid-
dle panel), and the female corpus (bottom panel). This figure
shows that the CD count gives a distribution very similar to
that from frequency counting, with the main difference being
that the graphs are noisier than the WF graphs visualized pre-
viously, likely due to the contextual dependency of name us-
age. Overall, little change in the name bias was apparent from
using a CD count. For the combined corpus, 57.6% of all
contextual occurrences of personal names were male. For
the male corpus, this increased to 61.0%, whereas for the

female corpus the percentage dropped to 53.3%, similar to
the overall occurrences calculated using frequency.

As is shown in Fig. 11, it is likely that personal name usage
is considerably contextually dependent, with names being
more bursty than other words. One way to quantitatively test
the assumption of the contextual dependency of personal
names would be to take the correlation between CD and WF
values across names. It is typically the case that WF and CD
counts are highly correlated, because it is somewhat rare for
words to occur many times in a context, but not across con-
texts, resulting in WF and CD values being very similar. For
example, the correlation between CD and WF (transformed
with a logarithm) from the standard SUBTLEX corpus
(Brysbaert & New, 2009) for the words contained in the
English Lexicon Project (ELP; Balota et al., 2007) is r =
.987, p < .001.

Of course, we were using a different corpus here, so we
recalculated WF and CD values for the author book corpus
using the words from the ELP, with context being defined at
the book level (i.e., repetitions of words within a book were
ignored). A correlation of r = .97, p < .001, was found, sug-
gesting that counting at the book level does decrease the

Fig. 12 Zipf scales using a contextual diversity count for the combined
author corpus (top panel), the male corpus (middle panel), and the female
corpus (bottom panel). This figure shows that a contextual diversity count

shows the same trends that a word frequency count does, but produces
noisier Zipf scales
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correspondence between WF and CD somewhat, but the two
measures are still very similar.

To calculate the correlation between WF and CD for
names, only names that occurred in the corpus were included
(i.e., names that had a WF and CD of 0 were not included in
the correlation). For the combined male/female corpus, the
correlation between WF and CD for female names was r =
.85, p < .001, whereas for male names it was r = .91, p < .001.
For the male author corpus, the correlation between WF and
CD for female names was r = .84, p < .001, whereas for male
names it was r = .9, p < .001. For the female author corpus, the
correlation betweenWF and CD for female names was r = .82,
p < .001, whereas for male names it was r = .87, p < .001.

These correlations suggest that personal names, as com-
pared to other words, are relatively more contextually de-
pendent, meaning that names can occur highly within a
context but not across contexts. This results in a relatively
greater disparity between the WF and CD counts for per-
sonal names. Additionally, female names have a larger dis-
connect, suggesting that female names tend to be more
bursty within contexts than male names are, resulting in a
greater divergence in CD and WF counts for female per-
sonal names. There is a small difference between male and
female authors, in which female authors have a smaller
correlation between WF and CD, suggesting that female
authors have a greater tendency to use personal names
more frequently within a context. This might be related
to the previous finding that female authors have a greater
tendency to use personal names overall, with those addi-
tional occurrences taking place within a book rather than
across books (e.g., female authors use specific character
names more often within a book than male authors do).

One aspect of the SSA data that had not yet been tested is
whether authors use names in proportion to their real-world
frequency, and whether there is a gender difference in this
mapping. Given that CD has been shown to be a better pre-
dictor of behavioral patterns in lexical organization (e.g.,
Adelman et al., 2006), it is possible that it could provide a
better fit to the SSA data as well. To test this possibility, cor-
relations were calculated between the name counts from the
SSA data and the WF and CD measures from the combined
male/female author corpus, the male author corpus, and the
female author corpus. The SSA counts and the WF and CD
values were transformed to a log scale. To enable a fair com-
parison across the different counts, only names that occurred
in each corpus were included in this analysis. This resulted in
4,592 male names and 6,329 female names.

The correlations between the SSA counts and frequency
counts are contained in Table 4. This table shows that the
WF and CD values from female authors have a closer corre-
spondence to the SSA data for both male and female names,
suggesting that female authors produce names closer to the
real-world frequency of names than do male authors, across

both male and female names. Male authors have a higher
correlation to male than to female name counts, suggesting
that they have a better understanding of the distribution of
male than of female names. Across all three corpora (com-
bined, male, and female), the WF measure has the stronger
correlation, suggesting that in terms of accounting for the dis-
tribution of personal names in the social environment, it pro-
vides a more accurate accounting.

Overall, the analysis of a CD measure of personal names
suggests that the bias toward male names still exists at higher
units of counting occurrence, with the overall bias toward
male name usage still being the result of male authors prefer-
ring to use male names. Additionally, we showed that names
are more contextually dependent than other words.

Supplementary materials

To aid other researchers who are interested in examining per-
sonal name usage, this article is linked to supplementary ma-
terial that contains the SSA data and the various name counts
used in the analyses above. The criteria for inclusion of a name
into the supplementary material were relaxed, as compared to
those we used in the analyses above, to aid in answering
alternative questions (e.g., if one wished to examine the im-
pact of having a very rare name, or the impact of having a
more androgynous name). To be included in the supplemen-
tary materials, a name just needed to appear 25 times in the
SSA for a gender. If a name appeared for both males and
females, the name was not excluded. This resulted in 22,845
male names and 38,346 female names. Many of these serve as
both real words and personal names, so researchers have to be
sure to control the names appropriately. Additionally, the spe-
cific names that were used in the analyses above are contained
in the supplementary materials as well, to allow for replication
of the results in this article. The total name frequency counts
from the nonfiction, subtitle, and fiction corpora were includ-
ed. Additionally, the female and male author counts were in-
cluded, as well as the counts split by author place of birth.

Table 4 Correlations of name counts from the SSA data to the
frequency data from the female and male corpora

Female SSA Count Male SSA Count

Combined WF .541 .552

Combined CD .484 .524

Male WF .477 .509

Male CD .421 .491

Female WF .551 .554

Female CD .523 .535

All correlations are significant at the p < .001 level. WF, word frequency;
CD, contextual diversity.
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Finally, the CD measures from the author corpus were also
included.

General discussion

This article has demonstrated a large and persistent gender
bias in the natural-language environment for the usage of per-
sonal names. Specifically, it was found that male personal
names are used at a much greater rate than female personal
names. This bias was shown to hold across nonfiction books,
television and film subtitles, and fiction novels. Across these
three sources of texts, there were 24 different genres, and each
one contained more male than female names. When the col-
lection of fiction novels used in this analysis was organized by
author gender, date of birth, and place of birth, the underlying
cause of this bias was determined. We found that the majority
of the bias toward using male names came from male authors,
with female authors showing a much smaller bias. We also
showed that this bias has not changed over the last 200 years
and is consistent across authors from multiple English-
speaking nations. Additionally, the greater prevalence of male
names was also confirmed using a contextual diversity count,
demonstrating that the bias toward male names holds at dif-
ferent levels of counting word occurrences.

The results contained in this article point to the continued
power of big-data analyses of behavioral data, and in this
particular case, large natural-language corpora. Not only can
these corpora be used to develop new models of language
processing (e.g., Griffiths, Steyvers, & Tenenbaum, 2007;
Jamieson, Avery, Johns, & Jones, 2018; Johns & Jones,
2015; Jones & Mewhort, 2007; Landauer & Dumais, 1997),
but can also serve to examine large scale trends in human
behavior (e.g., Johns & Jamieson, 2018). Language is a cen-
tral organizer of human cognition (Brysbaert et al., 2018;
Johns, Jones, & Mewhort, 2012b; Jones et al., 2017), and a
large percentage of our everyday experience consists of lin-
guistic stimuli, with a typical human being reading millions of
words per year (Brysbaert, Stevens, Mandera, & Keuleers,
2016). Thus, any biases away from reality in natural language
can have a major impact on a person’s lexical behavior.

A good example of the impact of frequency biases is given
by the availability heuristic (Tversky & Kahneman, 1973),
which reflects the finding that people depend on base rate
information when making decisions, even when more infor-
mative data are available. A prominent example of this phe-
nomenon is given by Combs and Slovic (1979), who demon-
strated that newspaper articles overrepresent certain causes of
death (e.g., murders) and underrepresent others (e.g., lung
cancer), and found that subjects made a corresponding error
in judgment about the likelihood of someone dying from those
events. This suggests that the information that is present in
natural language has consequences for the decisions that

people make in everyday life. Given that personal names are
a fundamental aspect of human life, and that the use of per-
sonal names is biased toward males, this suggests that general
decision-making biases may favor males, for no other reason
than that male names are more frequent in everyday experi-
ences with natural language.

Studies using traditional methodologies have typically
found very small, or nonexistent, gender differences in
language-processing or verbal abilities using behavioral and
neuroimaging paradigms (for reviews, see Hyde & Linn,
1988; Wallentin, 2009). However, the present study shows
that big-data methodologies can show language differences
on a scale that is not possible with traditional approaches.
For example, Johns and Jamieson (2018) recently showed that
much of the variability in written language lies at the level of
the individual author, signaling that different individuals can
use language in very different ways. Schwartz et al. (2013)
used Facebook messages to analyze how language usage dif-
fers by the personality of an individual. Park et al. (2016) also
used Facebook messages to demonstrate gender differences in
the usage of language. Taken together, these studies demon-
strate the promise of big-data methodologies to understanding
diverse problems in natural-language processing and usage.

This work has a number of theoretical implications for
models of lexical organization. Although models differ in their
mechanisms (e.g., Goldinger, 1998; Jones et al., 2012; Murray
& Forster, 2004; Norris, 2006), all models of lexical organiza-
tion are organized around environmental occurrence of word
forms (e.g., word frequency, contextual diversity, or some re-
lated measure). The predictions of these models is that words
that are experienced more often should be more available in the
lexicon. In receptive tasks, this emerges as lower response
times for highly frequent words. In expressive tasks, this entails
that high-frequency words should, in turn, be produced at a
greater rate. The results of this article, and especially the results
in Fig. 8, show that there has been little change in the bias
toward male names across time, demonstrating that these pre-
dictions seem to be borne out in the usage of personal names at
scale. If people produce and understand language on the basis
of how they experience it, they should then embody the same
biases that language users of a previous generation did. The
results of Fig. 8 show exactly this, that there has been no change
in the bias toward male names over the past 200 years.

By assessing the structure of the language environment at a
large scale, it is possible to make predictions about how cer-
tain lexical classes (such as names) should be organized in an
individual’s mental lexicon based on a person’s exposure to
different types of lexical material. To make this claim more
explicitly, we ran a Monte Carlo simulation in which the pro-
portion of male names contained in a set of books was calcu-
lated. The book sets were composed of 1,000 books and were
sampled at 10%, 30%, 50%, 70%, and 90% female author-
ship. To simulate the previous results to a point, 5,000
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resamples were done of the book sets at each level, and the
mean proportion of male names in the book set was calculat-
ed. Figure 13 contains the results of this simulation, which
shows that the bias toward male names decreases substantially
as a function of the number of female authors that the book set
contains. This shows that it is possible to make explicit pre-
dictions about lexical organization based on one’s reading
habits. For example, if a person were a heavy reader of
romance novels, that personwould likely have a very different
distribution of name frequencies than someone who only read
thriller novels. To continue to develop and refine models of
lexical organization, it will be essential to show how these
models scale, to capture large-scale trends in human behavior
and provide parsimonious explanations of that behavior.

An additional theoretical issue that this article raises is how
different sources of statistical information are balanced. This
article shows that lexical experience is biased away from using
female names. However, presumably the social environment
is not biased in such a fashion—people likely meet equal
numbers of males and females in their everyday life. Given
the bandwidth of natural language, it is likely that people have
more experience with names through books, television shows,
or movies then they do through social experience. These ex-
periences may not be weighted equally, however, with names
of spouses, parents, and friends likely being more important to
a person than a character from a book or film. How these
different statistical sources are used and integrated in our lex-
ical organization system is an important area that needs to be
understood.

A different theoretical contribution of this work is the find-
ing of the contextual dependency of personal names. The in-
fluence of context on lexical organization and word learning is
a burgeoning research area (e.g., Adelman et al., 2006; Hsiao
& Nation, 2018; Johns, Dye, & Jones, 2016a; Johns,
Gruenenfelder, Pisoni, & Jones, 2012a; Johns, Sheppard,
Jones, & Taler, 2016b; Jones et al., 2012; Joseph & Nation,
2018; Rosa, Tapia, & Perea, 2017; Vergara-Martínez,
Comesaña, & Perea, 2017). To empirically validate contextual
approaches to lexical organization, it has been necessary to
devise artificial language experiments (e.g., Jones et al.,
2012) or highly controlled natural-language experiments
(e.g., Johns, Dye, & Jones, 2016a), due to the highly correlat-
ed nature of word frequency and context counts. As has been
shown here, personal names provide a stimuli type that have a
natural divergence between overall frequency and contextual
occurrence, as is demonstrated in Fig. 11. The materials
contained in the supplementary materials of this article pro-
vide an ability to construct these comparisons, which will
hopefully lead to a better understanding of how frequency
and context interact to organize the mental lexicon.

This work also has implications for distributional models
of language (e.g., Griffiths, Steyvers, & Tenenbaum, 2007;
Johns & Jones, 2015; Jones & Mewhort, 2007; Landauer &
Dumais, 1997), which aim to build knowledge from the sta-
tistical structure of natural language. In the study that has
defined this field, Landauer and Dumais proposed that this
class of models offers a solution to many problems in the field
of knowledge acquisition. However, the present article, along

Fig. 13 Monte Carlo simulation of the effect of reading a greater percentage of female authors on the prevalence of male names. As one reads more
female authors, the usage of male and female names becomes more egalitarian
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with others (e.g., Caliskan et al., 2017), presents clear evi-
dence that natural language is biased in systematic ways.
This entails that the representations that a distributional model
forms when learning from large text bases will also be biased.
If one wishes to build a model that does not have such biases,
it may be necessary to have a deliberately curated corpus (see
Johns, Jones, & Mewhort, in press, for a promising method to
accomplish this).

Much of language is an accumulation of cultural evolution
(Christiansen & Chater, 2008). People are exposed to the be-
liefs of language users of a previous generation, who were
exposed to the beliefs of their preceding generation. The ac-
cumulation of these beliefs likely result in systematic biases
being embedded in the statistical structure of our natural-
language environment. As big-data approaches to cognition
continue to develop, and as the collection and curation of
natural-language sources continues, there is going to be a con-
tinued opportunity to reveal and understand the systematic
biases that are a part of human experience.
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